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With three lists, there are 8 possible capture 

patterns.  A generalization of the Petersen estimator 

comes from assuming that any two layers of the 

2x2x2 classification array have the same odds 

ratio: 

 

 

 

Alternatively, this can be derived as the MLE for a 

saturated log-linear model. 

Problem 
  

 

Given several incomplete lists of population 

units, how can you estimate the number of units 

missed by all of the lists?  Examples: 

• Census coverage accuracy, given a post-enumeration 

survey + IRS data. 

• The number of bird species in a region based on several 

annual surveys. 

• The number of errors in a body of computer code, after 

several reviewers compile error lists. 

Some intuition: Peterson estimates 
  

Traditional log-linear model 
  

Under list independence, the 

odds ratio is one, giving the 

Petersen estimator. 

Big Idea 

A problematic assumption is that of homogeneity: 

 

 (A1) Multinomial sampling probabilities are constant 

 across units. 

 

Heterogeneity (when A1 fails) has two facets: 

• A priori capture probabilities may vary across units. 

• List interactions may vary across units. 

 

Heterogeneous capture behavior may be explained 

by a unit-level covariate x.   

 

Post-stratification is a crude way to control for x, by 

dividing the observed population into S different post-

strata according to some partition of the covariate 

space.  Imputing the number of missing units on each 

post-stratum separately, followed by aggregation, can 

reduce heterogeneity-induced bias. 

 

Big Idea:  Find a smooth (unit-level) 

 generalization of post-stratification. 
 
Other basic assumptions: 

 (A2) Units can be cross-tabulated across lists. 

 (A3) Population units act independently of one another. 

 (A4) The missing data is missing at random (MAR). 

 (A5) The population is closed (no births, deaths, or migration) 

Example:  Prevalence of multiple sclerosis in the Lorraine region, France 

Three data sources (LR, RHIS, MRD) included a 

total of 4001 people diagnosed with multiple 

sclerosis in the Lorraine region of France: 

Traditional analysis: Adssi et. al. (2012) 

selected a log-linear model by AIC: 

Smooth post-stratification on age and sex: 
We compute nonparametric density estimates for the 

observable capture patterns as a function of age and 

sex, and fit log-linear models locally. 

 

Define the age order from youngest to oldest, so age 

order = 1 for the youngest subject, and age order = 

4001 for the oldest subject. 

 
The npcdens command in the np package in R uses 

cross-validation for bandwidth selection in a 

nonparametric conditional density estimator. 

Smooth post-stratification 

Local log-linear modeling: 
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