
Probability and Randomness

Whatis randomness?

A phenomenonor procedure for generating
datais randomif

� the outcomeis not predictablein ad-
vance;

� there is a predictablelong-term pat-
tern that can be describedby the dis-
tributionof theoutcomesof verymany
trials.

A randomoutcomeis theresultof arandomphenomenon
or procedure.

Randomexperiment—wewill notusethisterm,since“ex-
periment”meanssomethingelseto us.

Random(regularenoughto bemodelled)vs
Haphazard (too irregularto modeleffectively).



Theoryof Probability

� Astragali andotherprecursorsof dicefrom ancient
times

� Dice,coinsetc.

� “Gamesof chance:”how shoulda gambleradjust
hisbetto theoddsof winning?Whatisa“f air bet”?

� Fermat,Pascal(17thcent);laterBernoulli,others.

� Muchmuchlater(19thcent?andlater)wasproba-
bility appliedto astronomicalor humanaffairs.

The probability of an outcomeis a measure of
how likely it is for that outcometo occur. Prob-
ability mustobey two rules:

(A) The probability of any outcomeof a ran-
dom phenomenonmustbe between0 and
1:

� � � � �
.

(B) Theprobabilitiesofall thepossibleoutcomes
associatedwith a particular randomphe-
nomenonmustadduptoexactly1:

�����
�
.



Howdoweassignprobabilitiesto outcomes?

� Subjective (educatedguess)probability: “I prob-
ablywon’t passthetesttomorrow.” “I’ velookedat
your resumeandweveryprobablywill hireyou.”

� Calculated (theoretical):“For an ideal die that is
perfectlybalanced,theprobabilityof anyoneface
comingupin a tossis 1/6(numberof faces).” “The
datafollow thenormaldistributionsoI will usethe
68-95-99.7rule to assignprobabilities.”

� Empirical (observedlong-runfrequency): cointoss-
ing:
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CalculatingProbabilities

� Samplespace	 : setof all possibleoutcomes.

� Event
 : a (smaller)setof outcomesyouareinter-
estedin. An eventoccurs if oneof theoutcomesin
it occurs.

Example:If youtossa six-sideddie, the
samplespacecanbewritten as the list
	 � ������������������������ of possiblefaces
that cancomeup. Oneof theeventsin
thesamplespaceis theevent
 � � evenfacecomesup
whichwecanalsowriteas 
 � ������������� .
If we perform this procedure and ob-
servethat face4 comesup, we say 

hasoccurred,sinceoneof theoutcomes
in 
 , namely4, occurred.

� Theprobabilityof anevent 
 , � � 
 ! , is thesumof
theprobabilitiesof theoutcomes.Theprobability
of 	 , � �"	#! , is 1.

In the exampleabove, if each face is
equally likely to comeup (probability
1/6), then the event 
 has probability
� �$
 !#� &%'� ( &%)� ( &%)� � *%'� .



� Thecomplementof theevent 
 is written 
 + ; it is
the event consistingof all outcomesnot in 
 (so

 + is the “opposite”of 
 ). Theprobabilityof 
 +
is � �$
 +,!#� .- � � 
 ! .

� Theunionof two events 
 and / is thesetof all
outcomesin 
 , or in / , or both,written 
 0 / .
Theintersectionof 
 and / is thesetof outcomes
in both 
 and / , written 
 1 / .

In a certainintroductorystatisticsclass
at CMU, theprobabilityof a randomly-
sampledstudentbeinga freshmanwas
0.65; theprobability of thestudentbe-
ing fromHSSwas0.70,andtheproba-
bility of thestudentbeingbotha fresh-
manandanHSSstudentwas0.55.

Event 
 , in words:

Event / , in words:



� � 
 !2�
� �3/ !4�

� � 
 1 / !2�

5




/

6 
 1 /

� The general “or” rule is � �$
 0 / ! � � �$
 !7(
� � / ! - � � 
 1 / ! . This can easily be seenby
equatingprobabilitieswith areasin the Venn di-
agram.

P(Fresh) + P(HSS)= 0.65 + 0.70 =
1.35 8 1, double-countsoverlap.

P(Fresh)+ P(HSS)- P(FreshANDHSS)
= 0.65+ 0.70 - 0.55= 0.80.



� Theconditionalprobabilityof 
 given / is a way
of revising theprobabilityof 
 onceyou have the
new informationthat 
 occured.It is the fraction
of probabilityin / that is accountedfor by 
 . We

write � � 
 9:/ !;� � � 
 1 / !
� �3/ ! .

In this class,the probability of beinga freshman
giventhatyou’re in HSSis

P[Fresh9 HSS]= P[FreshandHSS]
P[HSS] = <>=@?A?<>=@BC< = 0.79,

approximately.

JointProbabilityTable:

HSS
Yes No Total

Fresh
Yes 0.55 0.65

No
Total 0.70 1.00

Now it is easyto seefor examplethat

– P[Fresh9 HSS]= <>=@?A?<>=@BC< = 0.79isacolumnpercent;
and

– P[HSS9 Fresh]= <>=@?A?<>=:D�? = 0.85is a rowpercent.



� Two events 
 and / aresaidto be independentif
either � �$
 9:/ ! � � �$
 ! or � � / 9:
 ! � � � / ! . In
words,theinformationthat / hasoccurreddoesn’t
changetheprobabilityof 
 , andvice-versa.

P[Fresh]= 0.65 E� 0.79= P[Fresh9 HSS],soFresh-
manstatusandHSSstatusarenot independent.



Independence,Needfor Regularity

� Since � F@
 9@/ GH� � F@
 1 / GI%J� FK/ G , it follows that
� F@
 1 / G�� � F@
 9@/ G�LM� FK/ G . (general“and” rule).

� If A andB areindependent,� F:
 9@/ G � � F:
 G , so
� F@
 1 / G�� � F@
NG�LM� F@/ G .

When we think of a sequenceof coin flips we usually
think of themasindependent,sotheprobabilitiesmulti-
ply acrossflips: � �$O P O !;� � � O !QLR� �IP !SLM� �$O ! .
Runs,HumanPerception,Hot Hand

� Which is more likely:

– HTHTHH
– HHHHTT

� Hot Handin Basketball?Probablynot; shotslook
independentwhencarefullyanalyzed:

� F Shaqmakesfreethrow GUT 0.60,regardlessof what
he’s doneearlierin thegame.

� HumanPerception.There is probablysomesur-
vival valuein noticingregularpatterns(stripeson
a tigersneakingup for attack??).



TheLawof Averages

� A baseballplayerconsistentlybats.350.Theplayer
hasfailedto getahit in six straightat-bats;thean-
nouncersays“Tony is duefor a hit by the law of
averages”

� Theweathermannotesthatfor thepastseveralwin-
terstemperatureshave beenmild andtherehasn’t
beenmuchsnow. Heobeserves,“Eventhoughwe’re
notsupposedtousethelaw of averages,wearedue
for acoldsnowy winter thisyear!”

� A gamblerknowsredandblackareequally-likely,
but hehasjustseenredcomeupfivetimesin arow
so he betsheavily on black.Whenasked why, he
says“the law of averages!”

If theeventsareindependent, thentheprobabilityof see-
ing a hit, a cold winter, or a black number, is the same
this time asit waseachprevious time. Thereis no “law
of averages.”

This is basedon a misunderstanding:that randomout-
comesachieve regularity by compensatingfor past im-
balances. This is wrong.



Instead,randomoutcomesachieve regularity by swamp-
ing outpastimbalances.

� For any sequenceof independentcoin tosses,100
headsfollowedby 100tailsarejustaslikely as100
headand100tailsall intermingled.

� If weeverstartoff with 100headsin acoin-tossing
marathon,thenumberof headsmayneverbecloser
to the “expectednumber”of headsthan100, but
the fractionof tossesthatareheadswill approach
the“expectedfraction”.
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Probability and Risk

V Probabilitycanbeusedto measurerisk andmake “f air
bets”—moreon thisnext time.

V It’s generallydifficult for peopleto useprobability this
way withoutsometraining:

– We tendto assessrisk usingheuristicsandscripts
thatmayhavehadsomesurvival valuein thepast.

Asbestosdeaths15/millon; Driving deaths1500/
million. Yet peopletend to prefer risk of driving
(“in control”?relatedto immediategratification?)

– Abstracteventslike asbestospoisoningarediffi-
cult to assessthe prob. of; even when it can be
done,small probablitiesare difficult to compre-
hend.

15/million= 0.000015,vs1500/million= 0.015

– Peopletendto assessprobabilities/risksbasedon
individual event built up from “personal”experi-
ence,ratherthanabstractprobabilities.

Urbancrimeis generally ratedto bea greaterrisk
of living in thecity thanit actuallyis, becauseit is
reportedonmore frequentlyin thenews.


