Probability and Randomness

Whatis randomness?

A phenomenowr procedue for geneating
datais randomif

e the outcomeis not predictablein ad-
vance,;

e there is a predictablelong-term pat-
tern that can be describedby the dis-
tribution of the outcome®f verymany
trials.

A randomoutcomads theresultof arandomphenomenon
or procedure.

Randomexperiment—wewill notusethisterm,since“ex-
periment’meanssomethingelseto us.

Randon(regularenoughto be modelled)vs
Haphazad (tooirregularto modeleffectively).




Theoryof Probability

e Astraaqali andotherprecursoref dicefrom ancient
times

e Dice, coinsetc.

e “Gamesof chance:"how shoulda gambleradjust
hisbetto theoddsof winning?Whatis a“fair bet”?

e Fermat,Pascal(17thcent);laterBernoulli, others.

e Muchmuchlater(19thcent?andlater)wasproba-
bility appliedto astronomicabr humanaffairs.

The probability of an outcomeis a measue of
how likely it is for that outcometo occur Prob-
ability mustobey tworules:

(A) The probability of any outcomeof a ran-
dom phenomenomustbe between0 and
1. 0<p<l.

(B) Theprobabilitiesofall thepossibleoutcomes
associatedvith a particular randomphe-
nomenomustadduptoexactlyl: > " p; =
1.



How do weassignprobabilitiesto outcomes?

e Subjective (educatedyuess)robability:“l prob-
ablywon't passthetesttomorow” “I’ velookedat
your resumeandwe very probablywill hireyou’

e Calculated (theoretical)‘F or anideal die thatis
perfectlybalancedthe probability of any oneface
comingupin atossis 1/6 (numberof faces). “The
datafollowthenormaldistributionsol will usethe
68-95-99.%ule to assignprobabilities:

e Empirical (obseredlong-runfrequeng): cointoss-
INg:
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CalculatingProbabilities

e Samplespaces: setof all possibleoutcomes.

e EventA: a(smaller)setof outcomesg/ou areinter-
estedn. An eventoccuss if oneof theoutcomesn
it occurs.

Exampleilf youtossa six-sidedlie, the
samplespacecan be written asthelist

S =4{1,2,3,4,5,6} of possiblefaces

that can comeup. Oneof the eventsin
thesamplespacdstheeventA = {evenfacecomesqy
which wecanalsowriteasA = {2,4,6}.

If we perform this procedue and ob-

servethat face4 comesup, we say A
hasoccurred,sinceoneoftheoutcomes

in A, namely4, occurred.

e Theprobabilityof anevent A, P(A), is thesumof
the probabilitiesof the outcomesThe probability
of S, P(S),is 1.

In the exampleabove if ead faceis
equally likely to comeup (probability
1/6), thenthe event A has probability
P(A)=1/6+1/6+1/6=1/2.



e Thecomplemenof theevent A is written A¢; it is
the event consistingof all outcomesotin A (so
A€ Is the “opposite”of A). The probability of A€
ISP(A°)=1— P(A).

e Theunionof two eventsA and B is the setof all
outcomedn A, or in B, or both,written A U B.
Theintersectionof A andB is thesetof outcomes
In both A and B, written A N B.

In a certainintroductorystatisticsclass
at CMU, the probability of a randomly-
sampledstudentbeinga freshmanvas
0.65; the probability of the studentbe-
iIng fromHSSwas0.70,andthe proba-
bility of the studentbeingbotha fresh-
manandan HSSstudentwvas0.55.

Event A, in words:

Event B, in words:




e The geneal “or” ruleis P(AU B) = P(A) +
P(B) — P(A N B). This can easily be seenby
equatingprobabilitieswith areasin the Venn di-
agram.

P(Fresh)+ P(HSS)= 0.65+ 0.70 =
1.35> 1, double-countsverlap.

P(Fresht P(HSS)- P(FreshANDHSS)
= 0.65+ 0.70— 0.55= 0.80.



e Theconditionalprobability of A givenB is away
of revising the probabilityof A onceyou have the
new informationthat A occured.t is the fraction
of probabilityin B thatis accountedor by A. We

. _ P(ANB)
write P(A|B) = P(B)

In this class,the probability of beinga freshman

giventhatyou'rein HSSis

PIFreshiss]= PESHEETSSl= 845 = 0.70,
approximately

JointProbabilityTable:

HSS
Yes No | Total
Yes | 0.55 0.65
Fresh
No
Total 0.70 1.00

Now it is easyto seefor examplethat

_ p[ZresmHSS]: 022 =0.79isacolumnpercent
an

— P[HSSFresh]= 2:22 = 0.85is arow percent




e Two eventsA and B aresaidto beindependenitf
either P(A|B) = P(A) or P(B|A) = P(B). In
words,theinformationthat B hasoccurreddoesnt
changehe probabilityof A, andvice-\ersa.

P[Fresh]= 0.65# 0.79= P[FreshHSS],soFresh-
manstatusand HSSstatusare notindependent.




IndependenceNeedfor Regularity

e SinceP|A|B] = P|AN B|/P|B], it follows that
P|AN B| = P[A|B] - P|B]. (generat‘and” rule).

e If A andB areindependentP[A|B] = P|A], so
P[AN B] = P[A] - P[B].

Whenwe think of a sequencef coin flips we usually
think of themasindependentso the probabilitiesmulti-
ply acrosdlips: P(HT'H) = P(H) - P(T) - P(H).

Runs,HumanPerception,Hot Hand

e Whidis motelikely:

— HTHTHH
— HHHHTT

e Hot Handin Basletball? Probablynot; shotslook
iIndependemivhencarefullyanalyzed:

P[Shagmalkesfreethrav] ~ 0.60,regardlesof what
he’s doneearlierin thegame.

e Human Perception. Thereis probably somesur
vival valuein noticingregular patterngstripeson
atigersneakingup for attack??).



ThelLaw of Averages

e A basebalplayerconsistentlypats.350.Theplayer
hasfailedto getahit in six straightat-batsthean-
nouncersays“Tory is duefor a hit by the law of
averages”

e Theweathermamnoteghatfor thepastseveralwin-
terstemperaturefave beenmild andtherehasnt
beemmuchsnav. Heobeseres,“Eventhoughwe’re
notsupposedo usethelaw of averageswearedue
for acold snavy winterthisyear!”

e A gamblerknowsredandblackareequally-likely,
but hehasjustseerredcomeupfivetimesin arow
so he betsheavily on black. Whenaslked why, he
says‘the law of averages!”

If theeventsareindependenthenthe probabilityof see-
Ing a hit, a cold winter, or a black number is the same
this time asit waseachprevioustime. Thereis no “law
of averages.

This is basedon a misunderstandinghat randomout-
comesachieve regularity by compensatindor pastim-
balancesThisis wrong




Instead randomoutcomesachieve regularity by swamp-
Ing out pastimbalances

e For ary sequence®f independentoin tosses100
headdollowedby 100tailsarejustaslikely as100
headand100tails all intermingled.

e |f weeverstartoff with 100headsn acoin-tossing
marathonthenumbetrof headsnayneverbecloser
to the “expectednumber” of headsthan 100, but
the fraction of tossedhatareheadswill approach
the“expectedraction”.
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Probability and Risk

e Probabilitycanbe usedto measureisk andmalke “fair
bets"—moreonthis next time.

e It's generallydifficult for peopleto useprobability this
way without sometraining:

— We tendto assessisk usingheuristicsandscripts
thatmayhave hadsomesurvival valuein the past.

Asbestosieaths15/millon; Driving deaths1500/
million. Yet peopletendto prefer risk of driving
(“in control”?relatedto immediategratification?)

— Abstracteventslike asbestogpoisoningare diffi-
cult to assesghe proh of; even whenit canbe
done,small probablitiesare difficult to compre-
hend.

15/million= 0.000015ys 1500/million= 0.015

— Peopletendto assesprobabilities/riskdasedon
individual event built up from “personal”experi-
ence ratherthanabstracprobabilities.

Urbancrimeis generlly ratedto bea greaterrisk
of living in thecity thanit actuallyis, becausat is
reportedon mote frequentlyin the news.



