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1. Introduction

Data Disclosure Limitation denotes a set of techniques aimed to protect confidentiality in the release of statistical data. The goal is to find forms of data release that are both useful for the users (researchers, policy makers, public opinion) and safe, in the sense that do not violate privacy and confidentiality of respondents represented in the data. This is usually achieved by applying a transformation to the original data, often referred to as a data mask, and then releasing the resulting data set\(^2,3,4,5,6\).

In this paper we show how a simple Bayesian users’ model can be used to assess effectiveness of candidates for data masking. The problem is of great interest in data disclosure limitation since assessment of effectiveness of masking is the basis for any optimality criteria for the choice of the best form of data release\(^7,8,9,10,11\).

Current research is primarily heuristic. This has resulted in measures of effectiveness of masking that, although intuitively reasonable, (1) are not very well understood, since the assumptions that characterize these measures are usually unknown, and (2) do not allow comparison of arbitrary masks, since measures defined for a specific data mask sometimes are not well defined for others.

Our model shows a way to overcome these problems and define suitable measures based on solid theoretical ground. In defining effectiveness of data masking we take
the users' perspective. For simplicity we assume only two users: an intruder (I) who wants to use the released data to disclose confidential information about the data providers and a scientist (S) who wants to use the released data to infer general features of the population represented in the data. The masked data are useful (or equivalently they have high data utility) if the scientist is satisfied with the quality of the statistical analysis that he can perform using the masked data. The masked data are safe (or equivalently have low disclosure risk) if the intruder does not find the masked data very useful to make inference about his target. The input to our model is a set of assumptions about the information available to the users before the candidate mask is released, the intruder's and the scientist's target (i.e. what should be protect and what should be released), and the estimation procedure that intruder and scientist will use to estimate their targets once a candidate mask is released.

The model's output consists of the users' estimates of their targets, a measure of users' uncertainty about the reliability of their estimates, and a measure of disclosure risk and data utility that depends on these uncertainties. In particular we propose to measure disclosure risk (data utility) as an arbitrary decreasing function of the intruder's (scientist's) uncertainty about the true value of his target. Masking is effective if it results in a data set that has low disclosure risk and high data utility.

The strength of the model is that we are able to characterize measures of disclosure risk and data utility in terms of quantities of straightforward interpretation in Bayesian decision theory such as intruder's and scientist's prior distributions (that reflect the information available to the users before masked data are released) and intruder's and scientist's loss functions (that formalize the estimation procedure used by the users). This provides a general framework to define new and easy understandable measures of effectiveness of masking and, at the same time, it suggests new interpretation of some of the existing measures that we show to be particular cases of the users' model that we present here.

Our entire framework relies on the distinction between the intruder's and the scientist's targets. This distinction is the basis and the premise of Data Disclosure Limitation. The underlying assumption is that researchers, policy makers and public opinion are interested in statistical analysis aimed to discover and investigate general features of the population represented in the data (relationship, dependence, association among variables, modeling of different type of phenomena). In our framework these are the scientist's targets. On the other hand, specific users might want to perform statistical inferences aimed to disclose confidential information about individual respondents represented in the data. These in our framework are the intruder's targets. Legal, ethical and pragmatic considerations force the statistical agency to release the data in a form that the scientist's targets can be achieved and intruder's targets can not. Data disclosure limitation makes sense because, intuitively, it is possible to release information about general features of the population without violating the privacy and confidentiality of individual respondents. Certainly, there are cases where the same entity/person could have interest in general features of the population (thus acting as scientist) as well as
in confidential information about individual respondents (thus acting as intruder). Nevertheless, in these cases, it is also useful to think about the existence of two different users in order to distinguish between targets that the agency wants to achieve (the scientist’s targets) and targets that the agency wants to discourage (the intruder’s targets), the prior information available for these targets and the procedures to be used for their estimation. As illustration consider the release of a microdata with medical, financial and demographic information for individuals in a certain population. In this case an insurance company could play both the role of the intruder and the scientist. As “intruder,” the company might want to use the released data to disclose confidential medical information about specific respondents in the population that are currently applying for a life insurance (in order to deny or accept, on the basis of this information, the policy of these respondents). As “scientist,” the insurance company might want to use the data to estimate the proportion of people in the population over 60 years of age and with income greater than $4000, since these are the persons eligible for the policy that the company sells and this information is input to the design of company marketing strategies. The statistical agency in this case could release a sample from the population and this could be sufficient to ensure an accurate estimate of the proportion of people over 60 and with income greater than $4000 and, at the same time, preserve the confidentiality of the respondents in the sample.

The paper is organized as follows. Section 2 introduces the basic assumption and notation. In Sections 3 we present the users’ model. In Section 4, we use the model’s output to derive new measures of disclosure risk and data utility. We discuss the relationship of these new measures with the measures of disclosure proposed by Duncan and Lambert. Generalizing Duncan and Lambert’s results for disclosure risk, we show that common measures of data utility currently used by statistical agencies or suggested in the literature, such as the measures of data utility based on entropy or the variance inflation measure of data utility, are special cases of our framework. In Section 5 we illustrate how to use the new measures of disclosure risk and data utility to implement the R-U confidentiality map proposed by Duncan, Keller-McNulty, and Stokes as optimality criterion for the choice of the best form of data release. Section 6 summarizes the main results in the paper.

2. Notation and Assumptions

Our general setting is similar to the one described in Trottini. In part to set the notation, we briefly re-state the basic assumptions. We denote by \( \tilde{D} \) the generic masked data and by \( \Theta_I \) and \( \Theta_S \) the intruder’s and the scientist’s target. Both \( \Theta_I \) and \( \Theta_S \) are unknown to the users and need to be estimated on the basis of the masked data that the agency releases. Following Duncan and Lambert we assume that, prior to the release of any data, the intruder and the scientist can express their beliefs about the true value of \( \Theta_h \) \( (h = I, S) \) in terms of prior probability distributions (“prior” here means that these probability distributions are based on the information available to the users before \( \tilde{D} \) is released). For simplicity we assume
that $\Theta_h$ takes values in a finite set $\Omega_h$, $\Omega_h = \{\theta_h^1, \ldots, \theta_h^m\}$ and we denote by $\pi_h(\theta_h)$ the prior probability that user $h$ assigns to the event $\Theta_h = \theta_h$. We assume that in order to quantify disclosure risk and data utility associated with masked data $\tilde{D}$ the agency “simulates” the behaviour of the users when $\tilde{D}$ is released. In particular,

**Assumption 1:** The masked data are useful if their release would result in low uncertainty on the part of the scientist about the true value of $\Theta_S$. The masked data are safe if their release would result in high intruder uncertainty about the true value of $\Theta_I$.

The intuition underlying assumption 1 is the same as that which characterizes the measures of disclosure risk proposed by Duncan and Lambert\(^1\). If the intruder’s (scientist’s) uncertainty after the masked data have been release is “high” then the release is of little help for the intruder (scientist) in inferring the true value of his target and thus the intruder (scientist) is discouraged from trying any type of inference and disclosure risk (data utility) is small.

We now describe a simple Bayesian users’ model to assess users uncertainty after the data have been release. Then we derive explicit formulas for disclosure risk and data utility.

### 3. The Users’ Model

When the agency releases the masked data $\tilde{D}$, user $h$ updates the probability that $\Theta_h = \theta_h$ in the light of the new information contained in the released data, producing posterior probabilities $\pi_h(\theta_h|\tilde{D}), \theta_h \in \Omega_h$. If user $h$ knew that $\Theta_h = \theta_h^v$ (i.e., if it was $\pi_h(\theta_h^v|\tilde{D}) = 1$, for some $\theta_h^v \in \Omega_h$) then the estimation problem would be trivial: $h$ would estimate $\Theta_h$ by $\theta_h^v$. Even after having seen the data $\tilde{D}$, however, the user is generally not completely sure about the true value of $\Theta_h$. Thus, he needs to establish an estimation criteria. We assume that both the scientist and the intruder follow an estimation method in two steps (which in Bayesian statistics is known as the *Expected Loss Principle*):

**Step 1:** User $h$ defines a loss function $L_h(\cdot, \cdot)$ for the decision problem “Estimate $\Theta_h$”;

**Step 2:** User $h$ estimates $\Theta_h$ by the value $\hat{e}_h$ in $\Omega_h$ that produces the smallest average loss, where the average loss associated with a generic estimate $e$ is given by:

$$
\sum_{i=1}^{n_h} L_h(e; \theta_h^i) \pi_h(\theta_h^i|\tilde{D}), \ h = I, S,
$$

where $L_h(e, \theta_h)$ represents the loss that user $h$ incurs if he estimates $\Theta_h$ by $e$ when the true value of the target is $\theta_h$. Clearly $L_h(e, \theta_h)$ is a non decreasing function of some “distance” between $e$ and $\theta_h$, i.e., the farther the estimate $e$ is from $\theta_h$, the bigger is the loss. Intuitively the value of $e \in \Omega_h$ that produces the smallest loss should be selected. But $\Theta_h$ is unknown to user $h$ and therefore he can’t calculate
the exact loss associated with the estimate $e$. Instead he calculates the average loss associated with $e$ for each possible estimate $e \in \Omega_h$ and then step 2 provides the optimal estimate.

Following De Groot\(^2\), we define the user’s $h$ uncertainty about the true value of his target after the masked data have been released as the average loss associated with the estimate $\hat{e}_h$,

$$U_h(\hat{D}) = \sum_{i=1}^{n_h} L_h(\hat{e}_h^n; \theta_h^n) \pi_h(\theta_h^n | \hat{D}), \quad h = I, S. \tag{2}$$

The intuition underlying (2) is simple. If after the masked data have been released user $h$ has little uncertainty about the true value of his target than he will be able to find an estimate of the target that is “close” to the true value and the average loss will be small (since for all plausible $\theta_h$, $L_h(\hat{e}_h^n; \theta_h)$ will be small). On the other hand, the bigger users’ $h$ uncertainty about the true value of his target is, i.e., the bigger the number is and the “more different” the $\theta_h$’s that are plausible in the light of the observed data, the more difficult it will be for the user to find a value which is “close” to all these $\theta_h$’s. Then the average loss will be high.

4. Disclosure Risk And Data Utility

Let $f(\cdot)$ and $g(\cdot)$ be two arbitrary real valued strictly decreasing functions. We propose to measure disclosure risk and data utility by

- Disclosure Risk $= f(U_I)$;
- Data Utility $= g(U_S)$. \tag{3} \tag{4}

The measures of disclosure risk and data utility in (3) and (4) formalize the intuition underlying assumption 1. High intruder’s (scientist’s) uncertainty means that the released data are of little help for the intruder (scientist) to estimate his target and as result disclosure risk (data utility) associated with the masked data is small.

Duncan and Lambert’s measures of disclosure\(^1\) are special cases of (3) for suitable choices of the function $f(\cdot)$. The major difference between their measures of disclosure and ours in (3) is in the interpretation of the function $f(\cdot)$. Duncan and Lambert suggest the use of different functions $f(\cdot)$ depending on the disclosure scenario. In our framework, however, there is no reason to make this distinction. Given any two real-valued strictly-decreasing functions $f_1(\cdot)$ and $f_2(\cdot)$ with common domain $A$, $f_1(\cdot) \neq f_2(\cdot)$, there exist a one-to-one transformation $z$ such that $f_1(x) = z(f_2(x)), \forall x \in A$. If we consider the two measures of disclosure risk, $Risk_1 = f_1(U_I)$, and $Risk_2 = f_2(U_I)$, any assessment of the risk of disclosure in terms of $Risk_1$ has an equivalent assessment in terms of $Risk_2$ and vice versa. Thus, in our framework formula (3) does not define a class of alternative measures of disclosure risk but rather an equivalence class of measures of disclosure.

An interesting feature of (3) is that many measures of disclosure risk currently used by statistical agencies can be found as special case of (3) for suitable choices
of the intruder’s loss function \( L_I(\cdot, \cdot) \) (several examples for specific choices of the function \( f(\cdot) \) are presented in paper\(^1\)). In the following two subsections we show that the measure of data utility in (4) shares this property.

4.1. Measures of data utility based on entropy

Willenborg and de Waal\(^7\) describe several measures of data utility for tabular data based on entropy. Here we illustrate a simple example where the original data consists of a table of frequency counts and masking takes the form of cell suppression. Similar results, however, hold for other forms of data release (microdata, magnitude tables) and alternative disclosure limitation techniques (controlled rounding, table redesign, etc.).

Suppose that a statistical agency performs a survey in a population of size \( N \). For each individual in the population \( k \) categorical variables are recorded and the results are summarized in a frequency table \( F \) with \( m \) cells (corresponding to the possible cross classifications of the \( k \) categorical variables). Suppose also that, in order to decrease the risk of disclosure, instead of the original table, \( F \), the statistical agency releases a modified table \( \hat{F} \) obtained by suppressing \( n < m \) cells from \( F \) and releasing the value in the remaining cells together with \( r \) marginals derived from the original table \( F \) (\( r \geq 0 \)). We denote by \( X_i \) the value of the \( i^{th} \) cell in \( F \), by \( \{X_{j_1}, \ldots, X_{j_n}\} \) the set of values in \( F \) that have been suppressed, \( j_i \in \{1, \ldots, m\} \) and by \( \{Y_1, \ldots, Y_r\} \) the set of published marginals. For example we could have:

<table>
<thead>
<tr>
<th>GENDER</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>100</td>
<td>13</td>
</tr>
<tr>
<td>No</td>
<td>45</td>
<td>200</td>
</tr>
</tbody>
</table>

| GENDER  | Male | Female | Total |
|---------|------|--------|
| Yes     | -    | -      | 113   |
| No      | 45   | 200    | 245   |

and the above quantities take the form:

\[
m = 4, \quad k = n = r = 2, \quad (X_1, \ldots, X_4) = (100, 13, 45, 200), \quad (X_{j_1}, X_{j_2}) = (X_1, X_2), \quad (Y_1, Y_2) = (X_1 + X_2 = 113, X_3 + X_4 = 245).
\]

The set of all combinations \( \{X_{j_1}, \ldots, X_{j_n}\} \) that satisfies the set of linear equalities resulting from the additivity of the released table and its marginal is called solution set. We denote the solution set by \( S \) and by \( S_1 \) the set of all tables with \( m \) cells that are compatible with the released table \( \hat{F} \) (i.e. \( S_1 \) is the set of all tables obtained completing \( \hat{F} \) with the vectors \( X_{j_1}, \ldots, X_{j_n} \) in \( S \)). We denote by \( M(A) \) the cardinality of a generic set \( A \). Clearly is \( M(S) = M(S_1) \). In the above example:

\[
S = \{(x_1, x_2) : x_1 \geq 0, x_2 \geq 0, \text{ and } x_1 + x_2 = 113\},
S_1 = \{(x_1, x_2, x_3, x_4) : (x_1, x_2, x_3, x_4) = (h, 113 - h, 45, 200), \text{ and } h = 0, 113\},
M(S) = M(S_1) = 114.
\]
Willenborg and de Waal\textsuperscript{7} propose measuring the data utility associated with suppressing cells in the original table as:

$$\text{Data Utility} = g(\log M(S)), \quad (7)$$

where $g(\cdot)$ is a decreasing function. If we assume a uniform distribution on $S$ (this corresponds to assuming that without additional information each solution in $S$ is equally likely to be the right one), then (7) is a decreasing function of the entropy.

If we further specify the elements of the users’ model (scientist’s target, loss function, prior information) it is possible to show that (7) belongs to the general class of measures of data utility in (4). In particular, we obtain (7) by assuming:

(i) The scientist is interested in the cross classification of the $k$ categorical variables in $P$ and he tries to infer the distribution of $F$ from the released table $\tilde{F}$ (it is assumed that both the population size, $N$, and the $m$ possible cross classifications are known to the users).

Note that prior to the release of $\tilde{F}$, from the scientist’s perspective, $F$ is a discrete random variable with support $\mathcal{X}$, the set of all nonnegative $m$-vectors with integer entries that add-up to $N$,

$$\mathcal{X} = \{ (x_1, \ldots, x_m) : x_i \text{ non-negative integer and } \sum_{i=1}^{m} x_i = N \}. \quad (8)$$

Denoting by $M(\mathcal{X})$ the cardinality of $\mathcal{X}$ and by $\mathbf{z}_i$ the generic element in $\mathcal{X}$, the scientist’s target can be represented as:

$$\Theta_S = \{ \Theta_1, \ldots, \Theta_{M(\mathcal{X})} \} \quad (9)$$

where $\Theta_i$ is the probability that $F$ is equal to (the table) $\mathbf{z}_i$, $i = 1, \ldots, M(\mathcal{X})$.

(ii) The loss that the scientist incurs for estimating $\Theta_S$ by $\mathbf{e}$ when $\Theta_S = \theta_S$, is:

$$L_S(\mathbf{e}, \theta_S) = D_{KL}(\mathbf{e}, \theta_S) + \text{Entropy}(\theta_S) = - \sum_{i=1}^{M(\mathcal{X})} \log(e_i) \cdot \theta_i \quad (10)$$

where $e_i$ and $\theta_i$ denote the $i^{th}$ component of $\mathbf{e}$ and $\theta_S$ ($i = 1, \ldots, M(\mathcal{X})$), $D_{KL}$ is the Kullback Leibler divergence between $\mathbf{e}$ and $\theta_S$,

$$D_{KL}(\mathbf{e}, \theta_S) = \sum_{i=1}^{M(\mathcal{X})} \log(\frac{\theta_i}{e_i}) \cdot \theta_i, \quad \text{and} \quad \text{Entropy}(\theta_S) = - \sum_{i=1}^{M(\mathcal{X})} \log(\theta_i) \cdot \theta_i. \quad (11)$$

$L_S(\mathbf{e}, \theta_S)$ says that the scientist’s loss is small when (a) the scientist’s estimate agrees with the true distribution $\theta_S$ (small Kullback Leibler divergence between $\mathbf{e}$ and $\theta_S$), and (b) the true distribution is very informative about the true value of $F$ (small entropy of $\theta_S$). In all the other cases the scientist’s loss is large since either scientist’s estimate of $\Theta_S$ is poor (high values of Kullback Leibler divergence) or, although correct, scientist’s estimate of $\Theta_S$ contains little information about $F$ (large entropy of $\Theta_S$).
(iii) The scientist’s prior distribution for \( \theta_S \) is the uniform distribution on the set \( \{ \pi_1(\cdot), \ldots, \pi_M(x)(\cdot) \} \) where \( \pi_i(\cdot) \) denotes the distribution degenerate at \( z_i \), \( z_i \in \mathcal{X} \).

Under (i)-(iii) the scientist posterior distribution is the uniform distribution on the set of degenerate distributions on \( \mathcal{Z}_i, z_i \in S_1 \), scientist’s uncertainty is \( \log(M(S_1)) \) and the data utility in (4) takes the form

\[
\text{Data Utility} = g(U_S) = g(\log(M(S_1))) = g(\log(M(S))
\]

which is exactly the measure of data utility proposed in\(^7\).

In the example at the beginning of this subsection is \( U_S = \log(114) \) and \( \mathcal{X} \) is the set of non negative integer vectors \( (x_1,x_2,x_3,x_4) \) such that \( \sum_{i=1}^{4} x_i = 258 \).

4.2. Variance inflation measure of data utility

Variance inflation is the increase in the variance of an estimate of the scientist’s target due to the data mask (the greater the increase in variance the smaller the data utility). In particular, following Willenborg and de Waal\(^2\) we let

\[
\text{variance inflation} = \frac{\text{Var}(\hat{\theta}|D_0)}{\text{Var}(\hat{\theta}|\hat{D})}
\]

where \( \text{Var}(\hat{\theta}_S|D_0) \) and \( \text{Var}(\hat{\theta}_S|\hat{D}) \) represent the variance of the estimate of \( \Theta_S \) when the original data and the masked data, respectively, are released. It can be shown that (13) is a special case of (4) if we assume:

\[
L_S(\epsilon; \theta_S) = (\epsilon - \theta_S)^2; \quad g(U_S) = c/U_S,
\]

where \( c = \text{Var}(\hat{\theta}_S|D_0) \). Note that \( \text{Var}(\hat{\theta}_S|D_0) \) does not depend on the particular form of data release and thus we can consider it to be as a constant.

5. The R-U Confidentiality Map

We now use the measures of disclosure risk and data utility in (3) and (4) to implement the optimality criterion for data release known as the R-U confidentiality map proposed by Duncan, Keller-McNulty, and Stokes\(^8\). For concreteness we take \( f(\cdot) \) and \( g(\cdot) \) to be the inverse function:

\[
\text{Data Utility} = 1/U_S; \quad \text{Disclosure Risk} = 1/U_I.
\]

From the discussion in Section 4, however, it is clear that any other decreasing function of \( U_I \) and \( U_S \) would work as well and it would produce the same results (since the ordering among alternative forms of data release in terms of disclosure risk and data utility would be exactly the same).

Consider a generic data mask \( M \). We can represent \( M \) as a vector with two components, \( M = (DLT, \Theta_{DLT}) \) where DLT denotes the type of disclosure limitation technique used (additive noise, sampling, microaggregation, etc.) and \( \Theta_{DLT} \) denotes the parameter vector that characterizes DLT. For example, we can represent the mask that adds Gaussian noise with mean 0 and variance 3 to the original data as \( M = \text{(additive noise, 3)} \). Intuitively the best form of data release is the
one that maximizes the data utility among those that have disclosure risk below a fixed threshold \( t \). Duncan, Keller-McNulty, and Stokes\(^8\) R-U confidentiality map formalizes this idea.

For each data mask \( DLT \) we represent in a graph the disclosure risk and the data utility associated with \( DLT \) as a function of \( \Theta_{DLT} \). We then select the value \( \Theta_{DLT}^{Opt} \) that maximizes data utility among all those values for which the disclosure risk is below \( t \). If there are \( k \) alternative data masks, \( DLT_1, \ldots, DLT_k \) we evaluate the value of \( \Theta_{DLT}^{Opt} \) for each data mask \( DLT_i \) and then we select as the best form of data release that one produced by the mask \( M_i = (DLT_i, \Theta_{DLT_i}^{Opt}) \) which maximizes data utility among all the masks \( M_i = (DLT_i, \Theta_{DLT_i}^{Opt}) \), \( i = 1, \ldots, k \), i.e.,

\[
i^* = \arg \max_i \text{Data Utility}[M_i = (DLT_i, \Theta_{DLT_i}^{Opt})], \quad i = 1, \ldots, k.
\]  

We now apply this optimality criterion to two examples. In the first, we assume that the original data set consists of a random sample of a univariate random variable \( X \) with normal distribution. The intruder is interested in identifying the value of \( X \) for a specific respondent, while the scientist is interested in making inferences about the mean of \( X \). In the second example, we extend the univariate results to the multivariate case. In both examples we assume that the intruder and the scientist use a quadratic loss function and that disclosure risk and data utility are measured as in (15).

### 5.1. Example 1: Univariate Normal Case

A statistical office collects a random sample of size \( n \) of a quantitative variable \( X \) in a population of size \( N \) where \( n << N \). We denote the original data by \( \mathbb{Z}_n = (x_1, \ldots, x_n) \) and we assume the following disclosure scenario:

- The scientist’s target, \( \Theta_S \), is the mean of \( X \), \( \mu \), i.e., \( \Theta_S = \mu \);

- The intruder’s target, \( \Theta_I \), is to disclose the value of \( X \) for a particular respondent \( I_j \) in the collected sample, \( \Theta_I = X_j \);

- Both the intruder and the scientist use a quadratic loss function to quantify the loss that they pay for an estimate \( e \) of the target values \( \Theta_I \) and \( \Theta_S \), i.e.,

\[
L_I(e; x_1) = (e - x_1)^2, \quad L_S(e; \mu) = (e - \mu)^2;
\]  

- The scientist and the intruder agree that the distribution of \( X \) in the population can be very well approximated by a normal distribution with unknown mean \( \mu \) and known variance \( \sigma^2 \), i.e., \( X \sim N(\mu, \sigma^2) \), \( \sigma^2 \) known;

- The scientist and the intruder formalize their prior beliefs about \( \mu \) with a normal distribution with known mean \( \theta \) and known variance \( \phi^2 \), i.e., \( \mu \sim N(\theta, \phi^2) \), \( \theta, \phi^2 \) known.

We consider three standard disclosure limitation techniques, additive noise, microaggregation, and additive noise - microaggregation (the data are first perturbed by additive noise and then microaggregation is applied). We make the implicit
assumption that if the statistical agency releases any type of masked data, it also releases the parameter value/s used for the masking.

For this particular example, because the sample mean is a sufficient statistic for \( \mu \) we can show analytically that: (i) the optimal number of groups for microaggregation is one, i.e., microaggregation is most effective when we release instead of the original observations their average; (ii) using additive noise together with microaggregation with the number of groups equals to one (which is equivalent to perturbate the data using additive noise and then release their average) is always better than using additive noise only. We therefore focus only on the two types of masking:

1. \( M_1 = (\text{microaggregation}, G = 1) \), the agency releases: \( \bar{x}_n = \frac{\sum_{i=1}^{n} x_i}{n} \);

2. \( M_2 = (\text{additive noise} + \text{microaggregation}, (r, G = 1)) \), the agency releases:
\[
\bar{y}_n(r) = \frac{\sum_{i=1}^{n} w[i]}{n},
\]

\[
y_i(r) = x_i + \epsilon, \quad \epsilon \sim N(0, r^2), \quad r > 0;
\]

(18)

(here \( r \) and \( G \) denotes the parameters for additive noise and microaggregation respectively).

Under quadratic loss function the intruder’s (scientist’s) optimal estimate of \( \Theta_I (\Theta_S) \) and the intruder’s (scientist’s) uncertainty are, respectively, the mean and the variance of the posterior distribution for \( \Theta_I (\Theta_S) \). Thus (15) becomes:

\[
\text{Disclosure Risk} = \frac{1}{\text{Var}(X_1)}; \quad \text{Data Utility} = \frac{1}{\text{Var}(\mu)}.
\]

(19)

where \( \text{Var}(X_1) \) (\( \text{Var}(\mu) \)) represents the variance of the intruder’s (scientist’s) posterior distribution for \( X_1 (\mu) \) based on the released masked data.

Table 2 shows the disclosure risk and data utility associated with the masking \( M_1 \) and \( M_2 \). For comparison, we also report the pair (data utility, disclosure risk) for the trivial mask, \( M_0 \), consisting of suppression of all the observations.

<table>
<thead>
<tr>
<th>Type of Masking</th>
<th>Disclosure Risk</th>
<th>Data Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M_0 )</td>
<td>( \sigma^2 + \sigma^2 )</td>
<td>( \frac{1}{\sigma^2} + \frac{n}{\sigma^2} )</td>
</tr>
<tr>
<td>( M_1 )</td>
<td>( \frac{\sigma^4 + \sigma^2}{(n-1)\sigma^4} )</td>
<td>( \frac{1}{\sigma^2} + \frac{n}{\sigma^2} )</td>
</tr>
<tr>
<td>( M_2 )</td>
<td>( \frac{\sigma^4 + \sigma^2}{(n-1)\sigma^4} + \frac{n-1}{n(n-1)\sigma^2} )</td>
<td>( \frac{1}{\sigma^2} + \frac{n}{\sigma^2} )</td>
</tr>
</tbody>
</table>

The disclosure risk and data utility associated with \( M_0 \) (i.e., the inverse of users uncertainty before any data are released), represent the baseline that we use to assess to what extent the non trivial masking \( M_1 \) and \( M_2 \) are effective. In Figure 1, we show the R-U confidentiality map corresponding to the three forms of data release when \( n = 10, \sigma^2 = 2, \phi^2 = 5 \). The diamond, the circle, and the dashed line represent, respectively, the pairs (data utility, disclosure risk) when the trivial mask, \( M_0 \) and the non trivial masks, \( M_1 \) and \( M_2 \) are applied (the contamination parameter
For $M_2$ varies in the interval $[0, 40]$. As we expect for large value of $r$, the mixed strategy additive noise-microaggregation ($M_2$) is equivalent to not release any data ($M_0$), while for $r$ close to zero the mixed strategy additive noise-microaggregation is equivalent to microaggregation with $G = 1$ ($M_1$). By examining Figure 1, we can see that the optimal choice for our data release depends on the threshold value for the maximum tolerable risk of disclosure. For example, if this threshold value is set equal to 0.5 then the optimal masking (among those considered) is the mixed masking (additive noise + microaggregation, ($r = 2.081, G = 1$)), i.e., the original data should be first perturbated using additive noise with $r = 2.081$ and then microaggregation with $G = 1$ should be applied. This would result in a disclosure risk just below the threshold 0.5 and data utility equals to 2.65.

5.2. Example 2: multivariate case

Consider the same disclosure scenario as in example 1 but suppose the agency collects data on two quantitative variables (the extension to the case of $k > 2$ variables is straightforward). The assumptions that characterize the users’ model in example 1 now become:

- $X = (X^{(1)}, X^{(2)}) \sim MN(\mu, \Sigma)$, $\mu = \begin{pmatrix} \mu_1 \\ \mu_2 \end{pmatrix}$, $\Sigma = \begin{pmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} & \sigma_{22} \end{pmatrix}$ known;
- The scientist’s target, $\Theta_S$, is to estimate $\mu$, $\Theta_S = \mu$;
- The intruder’s target is the value of $X$ for a particular respondent, $\Theta_I = X_j$;
- Both the intruder and the scientist use a quadratic loss function, i.e.

$$L_I(e; x_1) = (e - x_1)^T W (e - x_1), \quad L_S(e; \mu) = (e - \mu)^T M (e - \mu),$$

where $W$ and $M$ are positive semi-definite matrices.
\[ W = \begin{pmatrix} w_1 & 0 \\ 0 & w_2 \end{pmatrix}, \quad Z = \begin{pmatrix} z_1 & 0 \\ 0 & z_2 \end{pmatrix}, \quad w_i > 0, \quad z_i > 0, \quad i = 1,2; \tag{20} \]

- Both the scientist's and the intruder's prior uncertainty about \( \mu \) can be formalized by a multivariate normal distribution with known vector mean \( \theta \) and known covariance matrix \( \Sigma_0, \mu \sim MN(\theta, \Sigma_0), \theta, \Sigma_0 \) known.

Note that the relative magnitude of \( w_i (z_i) \) indicates the importance to the intruder (scientist) of the estimate of the \( i^{th} \) component of \( X_j (\mu) \) compared with the other component.

As in example 1 (and for the same reasons) we restrict here our attention to only three masking techniques, the trivial mask, \( M_0 \) (suppressing all of the observations), microaggregation with the number of groups equals to one \( (M_1) \), and a mixed strategy additive noise-microaggregation \( (M_2) \). In this case we have:

- \( M_1 = \) (microaggregation, \( G = 1 \)), the agency releases: \( \bar{x}_n = \left( \frac{\sum_{i=1}^n x_i^j}{n}, \frac{\sum_{i=1}^n x_i^j}{n} \right), \) where \( x_i^j \) is the \( j^{th} \) component of \( x_i, i = 1, \ldots, n \), \( j = 1,2; \)

- \( M_2 = \) (additive noise + microaggregation, \( r, G = 1 \)), the agency releases: \( \bar{y}_n(l) = \left( \frac{\sum_{i=1}^n y_i^j}{n}, \frac{\sum_{i=1}^n y_i^j}{n} \right), \)

\[ y_i(l) = x_i + \epsilon, \quad \epsilon \sim MN(0, \Lambda), \quad \Lambda = \begin{pmatrix} l_1 & 0 \\ 0 & l_2 \end{pmatrix}, \quad l_i \geq 0. \tag{21} \]

The agency’s goal is to choose which mask is the best. As in example 1 we make the implicit assumption that if the agency chooses to release any type of masked data, it also releases the parameters used for masking. Under quadratic loss function, the intruder’s (scientist’s) optimal estimate of \( X_j (\mu) \) is the vector of the posterior mean of \( X_j (\mu) \) and the intruder’s (scientist’s) uncertainty about the true value of \( X_j (\mu) \) is the weighted sum of the variance of the components of \( X_j (\mu) \). Thus (15) becomes:

\[
\text{Discourse Risk} = \frac{1}{\sum_{i=1}^2 w_i Var_p(X_j^{(i)})}; \quad \text{Data Utility} = \frac{1}{\sum_{i=1}^2 z_i Var_q(\mu_i)}. \tag{22}
\]

For illustration we assume:

\[ n = 20, \quad \Sigma_0 = \begin{pmatrix} 5 & 0.5 \\ 0.5 & 4 \end{pmatrix}, \quad \Sigma_1 = \begin{pmatrix} 1 & 0.2 \\ 0.2 & 1.5 \end{pmatrix}, \quad W = \begin{pmatrix} 1 & 0 \\ 0 & 3 \end{pmatrix}, \tag{23} \]

and for the matrix \( Z \) we consider the following choices:

\[
Z_1 = \begin{pmatrix} 6 & 0 \\ 0 & 0.5 \end{pmatrix}, \quad Z_2 = \begin{pmatrix} 3 & 0 \\ 0 & 0.25 \end{pmatrix}, \quad Z_3 = \begin{pmatrix} 3 & 0 \\ 0 & 1.5 \end{pmatrix}, \quad Z_4 = \begin{pmatrix} 1.5 & 0 \\ 0 & 0.75 \end{pmatrix},
\]

\[
Z_5 = \begin{pmatrix} 5 & 0 \\ 0 & 15 \end{pmatrix}, \quad Z_6 = \begin{pmatrix} 2.5 & 0 \\ 0 & 7.5 \end{pmatrix}, \quad Z_7 = \begin{pmatrix} 2 & 0 \\ 0 & 9 \end{pmatrix}, \quad Z_8 = \begin{pmatrix} 1 & 0 \\ 0 & 4.5 \end{pmatrix},
\]

\[
Z_9 = \begin{pmatrix} 0.5 & 0 \\ 0 & 6 \end{pmatrix}, \quad Z_{10} = \begin{pmatrix} 0.25 & 0 \\ 0 & 3 \end{pmatrix}. \tag{24}
\]
Table 3 summarizes the relationship between the matrices $Z_i$ and the matrix $W$ that defines the intruder’s loss function ($z_{1i}$ and $z_{2i}$ denote the elements of the diagonal of $Z_i$, $i = 1, \ldots, 10$).

<table>
<thead>
<tr>
<th>Matrix</th>
<th>$\frac{z_{1i}}{z_{1i}}$ vs. $\frac{z_{2i}}{z_{1i}}$</th>
<th>Matrix</th>
<th>$\frac{z_{1i}}{z_{1i}}$ vs. $\frac{z_{2i}}{z_{1i}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_1$ and $Z_2$</td>
<td>$\frac{z_{1i}}{z_{1i}} = \frac{z_{2i}}{z_{12}} = 0.08 &lt; \frac{w_2}{w_1} = 3$</td>
<td>$Z_7$ and $Z_8$</td>
<td>$\frac{z_{1i}}{z_{1i}} = \frac{z_{2i}}{z_{18}} = 4.5 &gt; \frac{w_2}{w_1} = 3$</td>
</tr>
<tr>
<td>$Z_3$ and $Z_4$</td>
<td>$\frac{z_{1i}}{z_{1i}} = \frac{z_{2i}}{z_{14}} = 0.5 &lt; \frac{w_2}{w_1} = 3$</td>
<td>$Z_9$ and $Z_{10}$</td>
<td>$\frac{z_{1i}}{z_{1i}} = \frac{z_{2i}}{z_{110}} = 12 &gt; \frac{w_2}{w_1} = 3$</td>
</tr>
<tr>
<td>$Z_5$ and $Z_6$</td>
<td>$\frac{z_{1i}}{z_{1i}} = \frac{z_{2i}}{z_{16}} = \frac{w_2}{w_1} = 3$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In Figure 2 we show the R-U confidentiality map corresponding to the different matrices $Z_i$. The solid line represents the pairs (data utility, disclosure risk) corresponding to $M_2$ when the variance of the contamination of the second component of the original observations, $l_2$, is zero and the variance of the contamination of the first component of the original observations, $l_1$, varies in $(0,100)$. The dotted line represents the pairs (data utility, disclosure risk) when $l_1 = 0$ and $l_2$ varies in $(0,100)$. It can be shown that all other possible combinations of $l_1$ and $l_2$ produce a curve that lies between the two that we have plotted. As in example 1, the diamond and the circle represent respectively the masking $M_0$ and $M_1$ (for space constraints we report the full legend only on the first plot). Figure 2 and Table 3 suggest the following optimality criterion for this example:

- If $\frac{z_{2i}}{z_{1i}} < \frac{w_2}{w_1}$ (as for $Z_1-Z_4$), then the statistical agency should use $M_2$ with $(l_1,l_2)$ such that:
  
  $$l_1 = 0, \text{ and } l_2 = \arg\max_{l} \{l : \text{Disclosure Risk}[\tilde{y}_n(l,0)] < t}\}. \quad (25)$$

- If $\frac{z_{2i}}{z_{1i}} > \frac{w_2}{w_1}$ (as for $Z_7-Z_{10}$), then the statistical agency should use $M_2$ with $(l_1,l_2)$ such that:
  
  $$l_2 = 0, \text{ and } l_1 = \arg\max_{l} \{l : \text{Disclosure Risk}[\tilde{y}_n(l,0)] < t}\}. \quad (26)$$

The interpretation underlying this optimality criterion is simple. If the scientist’s interest for the first component of $\mu$ is greater, in relative sense, than the intruder’s interest for the first component of $X_j$, i.e., if

$$\frac{z_{2i}}{z_{1i}} < \frac{w_2}{w_1}, \quad (27)$$

then the optimal strategy is to leave the first component of the original data unchanged (i.e., choose $l_1 = 0$) and to contaminate the second component as much as necessary to obtain a disclosure risk smaller than the threshold for the maximum
tolerable disclosure. Similarly, if the scientist’s interest for the second component of \( \mu \) is greater, in relative sense, than the intruder’s interest in the second component of \( X_j \), then the optimal strategy is to leave the second component of the original data unchanged (this means \( l_2 = 0 \)) and contaminate the first component as much as necessary to obtain a disclosure risk smaller than the threshold for the maximum tolerable disclosure. Note that from (22) it follows that we can make the disclosure risk as small as we want by increasing either \( l_1 \) or \( l_2 \).

We can interpret the difference

\[
\Delta = \left| \frac{z_{2j}}{z_{1j}} - \frac{w_2}{w_1} \right|
\]

as a measure of the discrepancy between the intruder’s and the scientist’s targets. In accord with intuition, the smaller this difference is the smaller is the set of strategies available to the agency (as the area between the solid line and the dashed line in Figure 2 increases as a function of \( \Delta \)). The smaller \( \Delta \) is, in fact, the stronger is the trade-off between disclosure risk and data utility (since the intruder’s and the scientist’s targets tend to coincide). For example, if both the intruder and the scientist, are interested in the first component of \( X_j \) and \( \mu \) respectively, then in order to reduce the disclosure risk the agency is forced to contaminate the first component of the original observations. This also implies, however, a drastic drop in data utility. Note also that, as we expect, for a given value of \( \Delta \) the data utility increases as the entries in the diagonal of scientist’s loss function decrease (compare
the different rows in Figure 2).

The two examples that we presented show how the users’ model can be used to implement existing optimality criteria. In both examples disclosure risk (data utility) is defined as the inverse of the variance of the posterior distribution for \( X_j (\mu) \). The bigger is the variance the smaller is the uncertainty. The interpretation of these measures is very intuitive. The strength of our users’ model, however, is that we are able to characterize these measures in terms of specific assumptions concerning the users’ targets, the information available to the users before the release of the data (users’ priors) and the estimation procedures that they use (user’s loss functions). This characterization provide an objective criterion to evaluate to what extent the use of these measures is appropriate. If we believe that the set of assumptions in 5.1 and 5.2 (quadratic loss function, formalization of users’ prior beliefs through normal distribution, scientist’s target is \( \mu \), intruder’s target is \( X_j \), etc) are realistic, then the measures of disclosure and data utility that we have used are appropriate for the problem. Otherwise, we should modify the model’s input accordingly and the model will automatically provide new and more realistic measures.

6. Conclusions

We have presented two new measures of disclosure risk and data utility and we showed how they can be used to implement the R-U confidentiality map proposed by Duncan, Keller-McNulty, and Stokes. We argued that if a statistical agency has good knowledge of how the data will be used (the users’ targets), the external information available to the users (the user’s prior distributions), and the estimation procedure that will be used (intruder’s and scientist’s loss function), then any decreasing function of the intruder’s (scientist’s) uncertainty is a suitable measure of disclosure risk (data utility). We have shown that the choice of the decreasing function is irrelevant since both the optimality criterion and the ordering of alternative disclosure limitation techniques in terms of disclosure risk and data utility are the same whatever decreasing function is used. In Section 4, we illustrated how several measures of data utility currently used by statistical agencies and discussed in the literature are special cases of our framework. In this sense our approach generalizes the result of Duncan and Lambert for disclosure risk.

We can generalize the users model proposed here in several ways. First, we can relax some of the assumptions underlying the model. In a realistic scenario a statistical agency has to deal with several users and it has only imperfect knowledge of users’ targets, prior distributions, loss functions. Incorporating these uncertainties into the model is simple, at least in principle. Although we spoke throughout the paper of a single intruder and a single scientist, these labels can be used to represent groups of individuals/entities that are typical users of the products released by a statistical agency. \( \Theta_I \) and \( \Theta_S \) can represent multiple targets (as in example 2), and classes of intruder and scientist loss functions, prior distributions and models can be used instead of a single loss function, prior distribution or model. A more important generalization has to do with the definition of disclosure risk and data utility. Other authors and statistical agencies either implicitly or explicitly use quite different definitions of disclosure risk and data utility. Clearly, it would be helpful to have a unifying theoretical framework able to describe and compare
these different approaches.
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