Approximations for Mean and Variance of a Ratio

Consider random variables R and S where S either has no mass at O (discrete) or has support
[0,00). Let G = g(R,S) = R/S. Find approximations for FG and Var(G) using Taylor
expansions of g().

For any f(x,y), the bivariate first order Taylor expansion about any 8 = (6,,6,) is

f(z.y) = f(0) + f2(0)(x — 0u) + [,(0)(y — 0,) + R (D
where R is a remainder of smaller order than the terms in the equation.

Switching to random variables with finite means X = pu, and £'Y = p,,, we can choose the
expansion point to be § = (i, jty). In that case the first order Taylor series approximation for
f(X,Y)is

FXY) = f(0) + [L(0)(X — paz) + [ (6)(Y — py) + R 2)
The approximation for E(f(X,Y")) is therefore
E(f(X,Y)) = E|f(0)+ [1(0)(X — )+ [(0)(Y — ) + R| 3)
~ E[f(0)+ E[fi(0)(X — pa)] + E [ £,(0)(Y — )] )
= E[fO)]+ [L(O)E[(X — pa)] + fH(O)E(Y — p1y)] (5)
= E[f(0))]+0+0 (6)
= s ) @)

Note that if f(X,Y) is a linear combination of X and Y, this result matches the well-known
result from mathematical statistics that E(aX + bY) = aEX + bEY = ap, + by, and in that
case the error of approximation is zero. But with the Taylor series expansion, we have extended
that result to non-linear functions of X and Y.

For our example where f(x,y) = z/y the approximation is F(X/Y) = E(f(X,Y)) =
f (s :uy) = :ux/ﬂy-

The second order Taylor expansion is
flay) = f(0)+ [(0)(x —b:) + f,(0)(y — 6,) (8)
b IO~ 6. 4264 0)r — )y~ 6,) + flly— 0,7} + R ©)

So a better approximation is for E[f(X,Y)] expanded around 8 = (p,, f1,) is

1
E(f(X,Y)) ~ [(6) + 5 { £1.(8)Var(X) +2£,()Cov(X.Y) + fy,(B)Var(Y) } . (10)
Note that we again use the fact that £(X — u,) = 0, and we now add in the definitions for

variance and covariance: Var(X) = FE[(X — p,)?] and Cov(X) = E[(X — u.)(Y — )]



For f(R,S) = R/S, the derivatives are fpn(R,S) =0, frs(R,S)=—S"2 and fig(R,S) =
28

Specifically, when & = (up, ps), we have f(0) = ur/ps, frr(0) = 0, frs(0) =
~Gaoyr and f§5(60) = s

Then an improved approximation of E(R/S) is

pr  Cov(R,S) N Var(S) g

E(R/S) = E(f(R,5)) = Hs (1s)? (us)? (I
By the definition of variance, the variance of f(X,Y") is
Var(f(X.Y)) = E{[/(X.Y) = E(f(X.Y))]"} (12)
Using E(f(X,Y)) = f(0) (from above)
Var(f(X,Y)) = E{[f(X.Y) - [(0)"} (13)
Then using the first order Taylor expansion for f(X,Y") expanded around 6
var(f(X,Y)) ~ E{ [f<e> +LO)X ~0)+ 1(0)Y —0,) - 10)] | (14
= E{[f6)x - 0.)+ 1,007 - 6,)] '} 15)
= E{r ) +2/1(0)(X —0,)1,(0)(Y —0,)+ £, (8) (Y —0,)}16)
= ;2<0>Var( ) + 2fx< )[,(8)Cov(X,Y) + f7(6)Var(Y) (17

Now we return to our example: f(R,S) = R/S expanded around 6 = (uug, ps).
Since f, = S, f§ = & and @ = (up, ps), we now have f7(0) = —, [r(0)f5(0) =

) (ns)?’
Gl J20) =
and so
r ~ r “HR oy (r)? c
Var(R/S) = (Ms)2Va (R)+ 2(#5)3&) (R, S) + (M5)4Va (9) (18)
~ (ugr)? [Var(R) _Cov(R,S) = Var(S)
a (MS)2 [ ( ) 2 MR US * (Ms)2 ] {1
() Cov(R,S) | o}
B (MS)2 l( ) 2 MR Hs " (NS)J 0
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