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INTRODUCTION

Background
- US stock market has evolved a sophisticated information system, enhancing market transparency and efficiency.
- Quantitative trading strategies are widely used by market participants to manage large volumes of information.
- Specifically, machine learning (ML) have been a key component of those quantitative strategies.
- With ML models, market participants can make better predictions of future stock prices and evaluate corresponding risks of their portfolios.
- Therefore, our group implemented different ML models to predict the future stock prices and manage the risks of their portfolios.

Problem Statement
1. How to effectively predict excessive return of stocks in the future with historical data?
2. How to allocate portfolio such that wealth can be maximized at the end of a given period?

DATA

Data Source
Our data of analysis is the Center for Research in Security Prices (CRSP) dataset on stocks in the US from NYSE, AMEX, and NASDAQ together with several hundred hand-crafted features since December 31, 1925.

Data Processing
- Selected variables: response variable: ret_exc_lead1m; 21 predictor variables:
  - nj_me
  - ope_be
  - gp_at
  - at_be
- Rank transformation: each characteristic is transformed into the cross-sectional rank

METHODS

Training Structure
- Our training approach for stock data uses a rolling structure: 10 for training, 5 for validation, and 1 for testing (figure 1).
- For the models that include hyperparameters (eg. regularization parameter), we tuned them using grid search on validation data.

Models
1. Elastic Net: a model combines Ridge regression’s parameter shrinkage with Lasso regression's feature selection, effectively limiting the model’s degree of freedom. The objective function is: \( RSS + \lambda \times \sum (1 - \alpha) \cdot |\beta_j| + \alpha \cdot |\beta_j| \)
2. Random Forest Regressor: an ensemble learning method that builds multiple decision trees with L2 regularization. We also set limitations on maximum depth of trees, number of trees, etc., to avoid overfitting.
3. Neural Networks: a deep learning model that aims to capture the deep, latent, and hierarchical representation of input features. We implemented three-layers and five-layers networks (we adapted NN5 to include the residual link and dropout technique), and their model architectures are shown respectively in figure 2 and figure 3.
4. Logistic Regression: the model applies multinomial classification with L1 regularization, combining log-likelihood maximization with feature selection to efficiently handle multi-class problems and maintain a sparse solution. Expression: \( \min \sum \sum (y_{ij} \cdot \log(p_{ij}) + \lambda \sum |\beta_j|) \)

ANALYSIS & RESULTS

CONCLUSION

The long-only strategy using logistic regression stood out as the top performer (initial investment of $1 in 1995 grew to $43 by 2016 as compared to S&P 500 which grew to $4.5 by 2016).

Elastic net performed the best among models using long-short strategy (growing to approximately $17 by 2016).

Our work was limited to using \( R^2 \) as the primary metric for hyperparameter tuning. Future work can consider using the Sharpe Ratio.

Our work only utilized the immediate cross-sectional feature. Future work can consider fitting a sequence model such as RNN to take into account of past observations.
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