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1. INTRODUCTION

The literature on outliers is vast and has much in common with many other areas—robust estimation, mixture models, slippage problems, data analysis in general, and so on—each of which is important in its own right. Indeed, the standard normal theory $t$ test might be viewed as a test for a single outlier in a sample of size one. Here we give primary attention to the central developments and, where appropriate, briefly indicate the relationships to other problems.

The recent books by Barnett and Lewis (1978) and

Here, we give a reasonably comprehensive account of the outlier literature with emphasis on methods that have been developed for application in the physical sciences.

In the second section of this article we survey the early history on outliers and show that, while the specific techniques for dealing with outliers have changed over time, the basic attitudes have not. In writing this section, we have made liberal use of quoted material since we found it difficult to paraphrase the early work while maintaining its essential flavor.

In Section 3 we survey the development of various methods for handling outliers in simple, normal random samples. This is basically an overview of the literature since details are readily available elsewhere; see, for example, David (1981), Hawkins (1980), and Barnett and Lewis (1978).

The major emphasis in this work is on outliers in linear models, as discussed in Section 4. This has been an active area for research in recent years, and many unsolved problems remain. We attempt to present a reasonably comprehensive and relatively detailed account of the literature, and to investigate the similarities between frequentist methods, Bayesian methods, and methods based on influence, as well as other selected approaches that have been proposed for dealing with outliers in linear models.

In Section 5 we discuss other problem areas, generalized linear models, designed experiments, multivariate samples, time series, and so on. The purpose of this section is to provide an indication of the state of the art in other areas by giving a brief introduction to the literature, suggesting possible solutions for selected unsolved problems, and indicating where further research may be required.

In the remainder of this section we discuss a variety of general ideas that we have found helpful when trying to sort through the overwhelming and often confusing literature on outliers. The ideas of an outlier and reasons for the study of outliers are discussed in Sections 1.1 and 1.2, respectively. In Sections 1.3 and 1.4 we discuss causes of outliers and general approaches to the problem.

1.1 What Is an Outlier?

No observation can be guaranteed to be a totally dependable manifestation of the phenomena under study. An event with one chance in a million will occur with the appropriate frequency no matter how surprised we are that it should occur to us. Intuitively, the probable reliability of an observation is reflected by its relationship to other observations that were obtained under similar conditions. Observations that, in the opinion of the investigator, stand apart from the bulk of the data have been called "outliers," "discordant observations," "rogue values," "contaminants," "surprising values," "mavericks," and "dirty data," to mention only a few of the terms that have been coined over the years. Investigators are rightly concerned when such observations occur.

The concern over outliers is old and undoubtedly dates back to the first attempts to base conclusions on a set of statistical data. Comment by Bernoulli (1777) indicate that the practice of discarding discordant observations was commonplace 200 years ago. The first attempts to develop statistically objective methods for dealing with outliers were reported around 1850. It might be expected that a widely accepted, objective understanding of outliers and methods for dealing with them would have developed by now. This is not the case according to our interpretation of the literature. Although much has been written, the notion of an outlier seems as vague today as it was 200 years ago. For example, Edgeworth (1887) writes:

Discordant observations may be defined as those which present the appearance of differing in respect of their law of frequency from other observations with which they are combined.

Eighty-two years later Grubbs (1969) states that an outlying observation, or outlier, is one that appears to deviate markedly from the other members of the sample in which it occurs.

These statements illustrate that an outlier is a subjective, post-data concept. Historically, "objective" methods for dealing with outliers were employed only after the outliers were identified through a visual inspection of the data. To fix ideas, suppose that the following 10 observations (from Johnson and Hunt 1979) are intended to be independent realizations from a common normal population:

\[-1.64, -1.33, -1.10, -0.57, -0.27, 1.04, 1.56, 1.84, 2.04, 4.99\]  

Which, if any, observations should we label as outliers? The response that we should reserve judgment until a test or some other objective measure has been constructed is a natural one, but the decision to employ an objective criterion is often based on initial, subjective reaction to the data. In this case, the observation 4.99 does seem too large, and some may question also the validity of the second largest observation, 2.04.

Collett and Lewis (1976) report the results of an
experiment to investigate the subjective nature of the decision to label an observation as an outlier. They conclude that an individual’s willingness to perceive an outlier depends on the method of presentation (random, ordered, or graphical), on experience, and on the scale of the data; extreme observations tend to appear more discrepant as the scale is increased.

Further insight into the ways in which outliers are perceived can be gained by comparing the methods used to generate outliers in Monte Carlo studies of the performance of various procedures. In our review of the literature, we have noted two distinct schemes. In the first, a single outlier is generated by first obtaining a pseudorandom sample from the target population, usually standard normal, and then modifying a randomly selected member of the sample by adding, or multiplying by, a selected constant. In the second scheme the largest (or smallest) order statistic is always chosen for modification (Tiku 1975,1977; Jain and Pingel 1981b). The second scheme seems to represent an (unfortunate) attempt to generate observations that would usually be judged outlying according to the informal definitions of Edgeworth and Grubbs.

For the most part, the previous comments apply to small to moderate-sized simple random samples. In large data sets or more complicated settings—regression, multivariate samples, designed experiments, and so on—a worthwhile visual inspection of the data may be quite impossible. Thus it becomes necessary to apply some type of objective criterion at the outset, rather than after a visual inspection of the data. Many of these criteria are based on outlier models and thus some decisions about the nature and frequency of outliers are necessary before a criterion can be chosen. The subjectivity is introduced in the modeling stage and thereafter the resulting criterion is necessarily applied in a routine and objective manner.

Because of the emphasis on modeling in recent years, "outlier" now seems to be used by some authors to indicate any observation that does not come from the target population, although most recent papers lack even an informal definition. Of the 10 observations given at (1.1), 1.04, 2.04, and 4.99 were generated from a normal population with mean 3 and variance 1, N(3,1), while the remaining 7 observations were generated from a N(0,1) population. Some would say that this data set contains 3 outliers, although only one observation clearly stands out.

In an effort to avoid some ambiguity, we adopt the following working notions in the remainder of this article.

Discordant Observation—any observation that appears surprising or discrepant to the investigator.

Contaminant—any observation that is not a realization from the target distribution.

Outlier—a collective to refer to either a contaminant or a discordant observation.

1.2 Why Study Outliers?

One obvious answer to this question was indicated in the previous section: As long as investigators take the trouble to look at their data, discordant observations will occur. Clearly, an adequate method for handling such observations, or at least a firm understanding of the relative merits of available methods, is necessary. Although this is the dominant historical reason for the study of outliers, several additional and equally important reasons have been emphasized in recent years.

Special Interest. It may happen that interest centers on the discordant observation itself rather than on, for example, the estimation of a population parameter. In such situations the statistical problem involves drawing valid inferences about the observation in question.

Barnett (1978) describes the interesting legal case of Hadlum vs. Hadlum as an example of this type of special interest: 349 days after Mr. Hadlum departed for military service abroad, Mrs. Hadlum gave birth; Mr. Hadlum judged the observation of 349 days to be discordant when compared with the average gestation time of 280 days and therefore petitioned for divorce. In this case, the issue is not whether the discordant observation should be discarded or downweighted in estimation, but is how to judge the weight of evidence against the hypothesis that the discrepant observation is a valid (albeit extreme) realization from the distribution of gestation times.

Detection of Specific Alternative Phenomena. A few years ago the Russians inadvertently dropped one of their satellites in central Canada. The joint U.S. and Canadian effort to locate the debris involved monitoring changes in the level of radiation while flying over probable locations. Levels of radiation that were high relative to the background were taken as indicators of an alternative phenomenon, satellite debris. The basic statistical methodology consisted of applying outlier detection schemes on a large scale. There was no interest in estimating the average level of background radiation, except to provide a baseline for judging individual observations as outliers. (For a similar example, see Conover, Bement, and Iman 1979.)

Many examples of this type, where interest centers on detecting alternative, rare phenomena rather than on estimating characteristics of common, known phenomena, can be found in the scientific literature.

Diagnostic Indicators. In complicated analyses where a firm, well-grounded belief in the model is lacking, the presence of outliers is often an indication.
of weaknesses in the model, the data, or both. Outlying observations in the original scale, for example, may conform when the responses are transformed to the logarithmic scale. (For further discussion of outliers and transformations, see Atkinson 1981, 1982, and Carroll 1982). Highly influential observations in regression may be due to regions in the factor space with inadequate coverage, errors in the rows of the model matrix, or large residuals. Outlying observations may also reflect nonadditivity or heteroscedasticity.

Data analyses should include the application of selected diagnostic techniques that can furnish information on the appropriateness of the analysis and on the accuracy of conclusions. Many of the available techniques are based on detecting observations that are outlying in one respect or another (Cook and Weisberg 1982 provide a review).

**Accommodation.** The study of the nature and frequency of outliers in a particular problem can lead to models and estimation methods that accommodate outliers and thus that result in improved inferences. In such situations, outliers are usually of interest only insofar as they complicate the analysis. The parameters, if any, that describe the nature and frequency of the outliers are usually regarded as nuisance parameters.

Marks and Rao (1979) provide an example of what can be achieved in dental research through the study of outliers. Their study led them to conclude that a particular type of outlier that arises because of the subject's fatigue can be accommodated by a mixture of two normal populations with \( \theta = .1 \) as the known mixing parameter.

Robust methods can be regarded as omnibus methods of accommodation. These methods offer protection against certain general types of outliers, but do not recognize the specific relevant information that may be available in a particular problem.

**Influence.** FACE-2, the second phase of the Florida Area Cumulus Experiment, was designed to confirm the indication from phase one that cloud seeding can produce increases in natural rainfall. Kerr (1982) reports that the analysis of the FACE-2 data is complicated by a single outlier, an unseeded day on which the amount of rainfall was 4 standard deviations above the mean. Evidently, this single outlier is very influential: with the outlier the estimated increase in rainfall is about 5 percent (p value \( \geq .4 \)), while the estimated increase changes to 25 percent (p value \( \geq .13 \)) when the outlier is removed.

Clearly, outliers need not be influential; the results of an analysis may be essentially unchanged when an outlying observation is removed. It is useful to regard an influential observation as a special type of outlier.

The study of such observations enables one to obtain a better understanding of the structure of a problem. For example, such studies may uncover inherent deficiencies in the data and lead to further experimentation.

### 1.3 Causes of Outliers

Several specific causes of outliers are suggested in the previous section and good discussions can be found in the review papers listed previously. For our purposes it is sufficient to arrange the causes into three broad and somewhat overlapping categories: global model weaknesses, local model weaknesses, and natural variability. As implied by the first two categories, outliers must be judged with some model, either implicit or explicit, in mind. From a statistical viewpoint, it is useful to think of the appearance of an outlier as being due to the inability of the model to provide an adequate fit or statistical explanation. Global model weaknesses are those causes that would lead to the replacement of the present model with a new or revised model for the entire sample. This category includes causes such as response variables in the wrong scale or frequently occurring outliers of a known nature. The former cause may lead to a transformation of the response, while the latter cause may lead to replacing the present model with a mixture, as in Marks and Rao (1979).

Local model weaknesses are those causes that apply to only the outlying observations and not to the model as a whole. Such causes may require that the outliers be dealt with individually, since an alternative model that incorporates the outliers will usually be unknown. Examples include isolated measurement and recording errors, and highly influential observations in regression due to remote points in the factor space.

Finally, an outlier may be the result of natural variation rather than any weakness of the model. Neyman and Scott (1971) introduced the concept of outlier-prone and outlier-resistant families \( \mathcal{F} \) of distributions in an effort to characterize the extent to which discordant observations will be naturally produced. Let \( y_{(1)}, y_{(2)}, \ldots, y_{(n)} \) denote the order statistics of a sample from a distribution \( F \in \mathcal{F} \). Then \( \mathcal{F} \) is said to be \( (K, n) \) outlier resistant if

\[
P(K, n) = \sup_{F \in \mathcal{F}} \Pr \left[ y_{(n)} - y_{(n-1)} > K(y_{(n-1)} - y_{(1)}) \right] < 1.
\]

Otherwise, \( \mathcal{F} \) is said to be \( (K, n) \) outlier prone.” If \( P(K, n) = 1 \) for every \( K > 0 \) and \( n \geq 3 \), \( \mathcal{F} \) is said to be “completely outlier prone.” Presumably, our behavior in the presence of discordant observations should depend on the type of family, but we know of no statistical application for these concepts. In fact, ac-
cording to the working definitions given in Section 1.1, a "completely outlier prone" family produces outliers (discordant observations) only in the absence of information about the family. Once we know that the family is "outlier prone" remote observations should no longer appear discordant.

For further work along these lines, see Green (1974,1976).

1.4 Identification and Accommodation

Following Barnett (1978) and Barnett and Lewis (1978), we distinguish between two broad methods for dealing with the possibility of outliers. The first method is simply to identify the outliers for further study. Identification of an outlier may lead to (a) its subsequent rejection, (b) important new information contained in concomitant variables that would otherwise have gone unnoticed, (c) its incorporation through a revision of the model (global weaknesses), or method of estimation, or (d) a recognition of an inherent weakness in the data and thus to further experimentation. Diagnostics based on the identification of outliers are particularly useful during the iterative construction of a model where a critical assessment is necessary at various stages of development; general discussions are given by Box (1979,1980) and Cook and Weisberg (1982).

The second method is to accommodate the possibility of outliers by suitable modifications of the model and/or method of analysis. For example, mixture models can be used to accommodate certain types of contaminants and M estimates are often used to provide some protection against outliers when the mixture model is symmetric.

Of these two general methods, we judge identification to be the more fundamental. Methods of accommodating outliers tend to require much information about the process generating the outliers or are designed to be immune to the presence of outliers. The latter types often obscure essential information, while the former types require that much essential information be already obtained, usually through the process of identification. Although the philosophies underlying the notions of identification and accommodation seem distinct, they are often confused, since a method of accommodation may produce a method of identification as a by-product, or vice versa.

In small- to moderate-size univariate samples, a visual inspection of the data is perhaps the most common method of identifying outliers. Many ad hoc tests are available to lend "objective" statistical support. The concept of an outlier, while vague, is best understood in this situation: observations on the extremes of the sample that are well separated from the bulk of the data are usually given special attention.

In more complicated settings, the notion of an outlier becomes more elusive. A general idea behind methods to identify a single outlier is to transform the data into a set of n univariate statistics, one for each observation in the data, that are inspected visually or, in some cases, used to construct significance tests. Many different transforms have been suggested; some are based on specific alternative models and some are designed to reflect specific characteristics of the individual observations.

For example, the Studentized residuals are often used to identify outliers in analyses based on linear models. The observation with the largest absolute Studentized residual is usually given special attention and is taken as the observation most likely to be a contaminant. For justification of this procedure many authors appeal to the assumption that the basic normal theory model is valid except that the expectation of at most one unknown response is shifted, in effect, a single parameter is devoted to a single observation. The resulting mean-shift model has dominated the literature on outliers in linear models.

In contrast, the variance inflation model for a single outlier is based on the assumption that the basic model is valid except that the variance of one unknown response is larger than the rest. The analysis of the variance-inflation model tends to be more complicated, but Cook, Holschuh, and Weisberg (1982) show that the observation most likely to have an inflated variance need not correspond to the observation with the largest absolute ordinary residual max |e_i| or the largest absolute Studentized residual max |r_i|. However, if the observation that corresponds to max |e_i| also corresponds to max |r_i|, then the mean-shift and variance-inflation models agree with respect to the most outlying observation.

One point worth special emphasis is that methods of identification and accommodation that are based on alternative models can produce results that are specific to the model in question; thus the determination of an outlier can depend critically on our understanding of the problem. In particular, it is useful to distinguish between situations where the outliers are assumed to carry some information about the parameters in the basic model and situations where the outliers carry absolutely no relevant information. The variance-inflation model is an example of the former sort of situation, while the mean-shift model is an example of the latter.

Thus far we have considered only methods of identifying outliers that are dependent on the specification of an alternative model. In recent years a number of outlier diagnostics have been proposed that do not require such an alternative. When robust regression is viewed as iteratively reweighted least squares, the weights from the final iteration may be useful indicators of outliers (Hogg 1979). Similar comments apply
to bounded-influence regression (Krasker and Welsch 1982). Cook (1977, 1979) proposes a criterion for detecting the observations that have a substantial influence on the least squares estimate of the parameter vector in linear regression. Cook's proposal is one of a number of recent criteria that have been suggested for measuring the influence of individual or groups of observations on selected phases of an analysis. Andrews and Pregibon (1978) propose a criterion for "finding the outliers that matter." The criteria proposed by Cook (1977) and Andrews and Pregibon are compared in Draper and John (1981). Johnson and Geisser (1980a, b) study methods for assessing the influence of observations on predictive distributions. Pregibon (1981) considers influential observations in logistic regression, and Atkinson (1981, 1982) proposes methods for detecting observations that influence the selection of a transformation for the response variable. A comprehensive treatment of much of the literature on influence is available in the recent books by Cook and Weisberg (1982), and Belsley, Kuh, and Welsch (1980).

This recent work is a step away from the traditional approach to outliers since it is based on a specialization of purpose. An influential observation is clearly one that is outlying in terms of its influence on the particular phase of the analysis that is being monitored.

2. EARLY HISTORY

The earliest discussion of outliers that we have been able to locate is by Bernoulli (1777). Bernoulli evidently questioned the assumption of identically distributed errors and condemned the widespread practice of discarding discordant observations in the absence of a priori information:

But is it right to hold that the several observations are of the same weight or moment, or equally prone to any and every error? Are errors of some degree as easy to make as others of as many minutes? Is there anywhere the same probability? Such an assertion would be quite absurd, which is undoubtedly the reason why astronomers prefer to reject completely observations which they judge to be too wide of the truth, while retaining the rest and, indeed, assigning to them the same reliability. This practice makes it more than clear that they are far from assigning the same validity to each of the observations they have made, for they reject some in their entirety, while in the case of others they do not only retain them all but, moreover, treat them alike. I see no way of drawing a dividing line between those that are to be utterly rejected and those that are to be wholly retained; it may even happen that the rejected observation is the one that would have supplied the best correction to the others. Nevertheless, I do not condemn in every case the principle of rejecting one or other of the observations, indeed I approve it, whenever in the course of observation an accident occurs which itself raises an immediate scruple in the mind of the observer, before he has considered the event and compared it with the other observations. If there is no such reason for dissatisfaction I think each and every observation should be admitted whatever its quality, as long as the observer is conscious that he has taken every care.

Judging from the comments of Peirce (1852), the practice of rejecting discordant observations was still commonplace some 75 years after Bernoulli, but objective criteria for justifying the practice still had not been developed:

In most every true series of observations, some are found, which differ so much from the others as to indicate some abnormal source of error not contemplated in the theoretical discussions, and the introduction of which into the investigations can only serve, in the present state of science, to perplex and mislead the inquirer. Geometers have, therefore, been in the habit of rejecting those observations which appeared to them liable to unusual defects, although no exact criterion has been proposed to test and authorize such a procedure, and this delicate subject has been left to the arbitrary discretion of individual computers.

There is a stormy history behind the rejection of outliers. In the past, as is the case today, the lines were fairly well drawn between those who discarded discordant observations, those who gave each observation a different weight, and those who used simple, unweighted averages.

The first person to put forth a specific criterion for the rejection of outliers was Peirce (1852, 1878). He proposed to solve the problem of discordant observations using the idea, which is called "bizarre" by Barnett and Lewis (1978), that the principle upon which it is proposed to solve this problem is, that the proposed observations should be rejected when the probability of the system of errors obtained by retaining them is less than that of the system of errors obtained by their rejection multiplied by the probability of making so many, and no more, abnormal observations.

Three years later Gould (1855) supplied tables to help in the implementation of Peirce's criterion. In doing so he stated that Professor Peirce has given the results of the successful investigation of a singular problem, and one unquestionably among the most important of any which could be proposed in its relations to all those exact sciences to which quantitative research or measurement may be applied. ... The delicate task of discriminating between such observations, and those whose discordance, although great, ought not to be deemed abnormal, has hitherto been left to the arbitrary judgement of individuals ...

However, the praise that Gould gave to the technique was not universal. The noted professor of astronomy Airy (1856), possibly motivated by an error in the published scale of longitudes for England caused by the retention of only the "most accordant observations," totally rejected Peirce's idea:

And I have, not without surprise to myself, been led to think, that the whole theory is defective in its foundation, and illusion in its results; that no rule for the exclusion of observations can be obtained by any process founded purely upon a consideration of the discordance of those observations.

Airy argued from the premise that, while some observations were unlikely, any observation was possible and no observation should be preferred to another if there were "no cogent reason for supposing that unusual causes of error must have intervened in special observations." Like Bernoulli, he advised that the
mean of the observations be taken, for “we are bound to admit all on the same terms as giving equally valid evidence.” Realizing that the philosophy of never rejecting any observation no matter how large the error is contrary to common sense, he then rejected the mathematical theory of normal errors rather than the observation.

Wintlock (1856) found Peirce’s criterion both correct and of value. He chastised Airy for tending “in no unimportant degree, to retard the general adoption of the ‘Criterion,’ especially among that class of astronomers who would not be sufficiently attracted to it … to take the trouble to satisfy themselves of the soundness of the theoretical basis on which it rests.” Wintlock argued that Airy accepts, a posteriori, the magnitude of discordant observations when using the method of least squares. Wintlock then wondered

Why should there be, a priori, any greater objection to approaching a series of observations with a theory of antecedent probability for the purpose of detecting abnormality in some of them, than for the purpose of ascertaining any other peculiarity or property that they may possess, whose existence or magnitude has to be received or rejected by us on an estimate of the probabilities for or against it?

Chauvenet (1960, written in 1863) gave both his own and Peirce’s criterion for the rejection of a single outlier. He derived a critical point \( \chi \) so that the expected number of residuals larger than \( \chi \) is less than \( \frac{1}{2} \). Chauvenet then concluded that an error of that magnitude or greater “will have a greater probability against it than for it and may therefore be rejected.”

A third proposal of the outright rejection of discordant observations was made by Stone (1868). He found the use of Peirce’s criterion to be troublesome and, citing Airy, expressed doubts about the correctness of the mathematics. He failed to note, however, that Airy’s main objection to the Peirce criterion was to the entire philosophy of discarding discordant observations. Stone also objected to the Chauvenet method since he found it to be based upon an “erroneous principle.” He reasoned that Chauvenet, by discarding (on the average) one observation in every two data sets, does not take into account “the average number of observations that (a) person makes with two data sets, does not take into account “the average number of observations that (a) person makes with one mistake,” which he called the “modulus of carelessness.” Stone’s procedure then was to reject all observations whose probability of occurrence is less than the modulus of carelessness.

While the techniques of outright rejection of discordant observations of Peirce, Chauvenet, and Stone generated much controversy, they did not seem to be widely used. Saunders (1903) called attention to Peirce’s criterion: “especially as I believed that the criterion is seldom if ever employed.” Also, these authors worked with the model of Gaussian errors rather than with mixtures of Gaussians, which would have made their arguments for the outright rejection of the outliers more convincing. Under the single Gaussian model, the authors called discordant those observations that must by necessity have come from the parent distribution.

One of the first persons to postulate differing distributions for the observations was Glaisher (1873,1874). He assumed that each observation came from a Gaussian distribution with unequal variances, and using a scheme of iterative reweighted least squares, obtained an estimate for the mean.

Glaisher’s work was a conceptual breakthrough in the area of outlier treatment for two reasons. First, it is very much like robust estimation in that less weight was given to outlying observations. In addition, Glaisher was the first person to hint that the observations may have come from different populations. However, Glaisher is probably remembered most for his scathing comments about the methods of Stone and Peirce rather than for his reweighting scheme. In Glaisher (1874) fully one-half of the manuscript contains comments about Stone’s method. He did not find Peirce’s criterion unsound in a mathematical sense, but “because I thought the principle of rejecting an observation in toto (except in the case of an obvious mistake) unsound.” About Stone, however, he wrote: “Mr. Stone’s criterion, however, does not appear to be good even among criteria [for rejecting observations in toto].” He goes on to say

In the first place it is to be remarked that the criterion cannot be intended as a practical one, as it is quite out of the question to make even a rough guess at the value of [the modulus of carelessness]; for (1) we do not know what sources of error are included, nor (2) within what limits the error is to be detected and corrected with perfect or almost perfect certainty; and even were these two “unknowables” given, the determination of [the modulus of carelessness] would be sufficiently arbitrary.

Stone (1873) replied to Glaisher with some scathing comments of his own. He defended his own technique and found the Glaisher method not only not “mathematically complete” as Glaisher claimed, but also “mathematically unsound.”

Many of the differences between these two authors may have arisen owing to different underlying models, for in this latter paper Stone hinted at a mixture model whose components have differing means: “There are such things as systematic errors recognized in practice, i.e. errors which, for an observation made with a particular instrument in a particular way, will always enter into the result with the same sign.”

The Stone-Glaisher disagreement ended abruptly in 1874 when Glaisher was forced to withdraw a paper from the Monthly Notices of the Royal Astronomical Society. Instead he published a 20-line note (Glaisher 1874) in which he stated: “considering the tone of Mr. Stone’s remarks … I felt myself justified in expressing with frankness what I thought.” He goes on to state that, “It was suggested to me that the paper contain-
ing these opinions—necessarily somewhat personal—should be withdrawn, and I was advised that the matter rest where it was, without further comment, a course which is, perhaps, the better.

Iterative weighting of observations was put on a more sound basis by Newcomb (1886). Stating that “it is nearly always found that some of the outstanding errors seem abnormally large,” Newcomb found two objections to the Peirce criterion for dealing with these abnormal observations. His first objection was that the procedure took no account of the possible known errors, but rather determined the error in an observation by its relationship with the other observations. His second objection was that no account was taken of the fact that “the probability that an observer should make an abnormal observation varies with the observer.” (Newcomb does not mention Stone’s work.) Newcomb goes on to state that any outright rejection scheme leads to a “discontinuous function of the separate errors of observation.” He postulated a “mixed system of observations” of changing variances, in which the mean value is estimated by weighting the observations. One of the remarkable things is that the weights that he obtained correspond to robust estimation with a ψ function of ψ(x) = max (−c, min (x, c)) which is claimed by Stigler (1973) to be one of “Huber’s favorite M-estimators.”

Edgeworth (1887) hypothesized three models for outliers and illustrated each using Monte Carlo methods. These models were then used as a basis for a comparative study of the methods of Airy, Chauvenet, Glaisher, Newcombe, Peirce, and Stone. He (a) found Stone’s modulus of carelessness to be legitimate, (b) referred to Airy’s suggestion as the “No-Method,” (c) recognized the different models underlying the work of Stone and Glaisher, (d) indicated that the criteria of Chauvenet and Peirce may be too pessimistic, and (e) expressed high regard for Newcomb’s approach: “Professor Newcomb soars high above the others, in that he alone ascends to the philosophical, the utilitarian, principles on which depends the whole art of reducing observations.”

3. OUTLIERS IN SIMPLE NORMAL SAMPLES

3.1 Introduction

In the early 20th century, the multiple lines of investigations of methods for dealing with discordant observations continued. Some authors still advocated the outright rejection of observations, some the use of weights, while others advocated the development of new models to incorporate such observations. Irwin (1925) and Student (1927) favored outright rejection, with Student reasoning that “Many if not most routine analyses may have a leptokurtic error system ... and in such cases rejection of outlying observations improves the accuracy of the mean.” Daniell (1920), on the other hand, encouraged the use of weights based on the sampling distribution, with weights decreasing with the size of the deviation from the mean for “super normal” distributions (heavy-tailed), and increasing to the boundaries for “subnormal” (light-tailed) distributions. The notion of a new model for the incorporation of discordant observations was put forth by Fisher (1922). Much like Airy of the previous century, Fisher stated, “as a statistical measure, however, the rejection of observations is too crude to be defended: and unless there are other reasons for rejection than mere divergence from the majority; it would be more philosophical to accept these extreme values, not as gross errors, but as indications that the distribution of errors is not normal.”

Authors in the 19th century, with the notable exception of Glaisher, were accustomed to thinking of simple normal sampling distributions. In the 20th century, however, many different models appeared to explain the presence of discordant observations. As mentioned previously, Student, Daniell, and Fisher all postulated the use of heavy-tailed distributions. Later in the 20th century, Ogrodnikoff (1928), Jeffreys (1932), Dixon (1950), and Grubbs (1950) suggested mixture models to describe sampling distributions that produce outliers. Dixon (1950) proposed two types of mixtures: The first of these was a mean-shift model (called model A by Ferguson 1961) where the distribution is a mixture of N(µ, σ²) and N(µ + λ, σ²) components, while the “variance-inflation model” (called Model B by Ferguson 1961) is a mixture of N(µ, σ²) and N(µ, a²σ²) components, a² > 1.

The use of such models led to the consideration of formal statistical tests for the rejection of outliers. Interestingly, while most authors cite improved estimation and accommodation as reasons for rejecting outliers, the development of formal test statistics is more in line with the rejection of outliers for the purposes of special interest and the detection of specific alternative phenomena. Still, the development of tests for the rejection of outliers continues today. Most authors are rather vague about the use of such tests and ignore the warnings of Collett and Lewis (1976) about the interpretations of the a level.

The development of tests for the rejection of outliers led to a widening of the gap between those who advocate rejecting outliers and those who prefer a less severe weighting scheme. Most proponents of tests now do not mention estimation, while those interested in weighted means or robust estimators pay little attention to the rejection of outliers for the study of concomitant variables.

The purpose of this section is to trace the history of outlier detection and accommodation techniques in simple normal samples. As the gap in the literature
between weighting schemes and outright rejection widens, we leave the history of robust estimation and trace only the development of the rejection techniques, since methods for dealing with outliers are presently synonymous with such techniques. This is not to say that rejection techniques should be preferred universally. On the contrary, we think that robust estimation is one of the best ways to accommodate outliers in estimation problems, and we encourage its routine use. For the most part, detailed discussions of techniques that have been extended to linear models are reserved for Section 4.

The remainder of this section is organized into two parts: The first deals with methods for the accommodation of outliers in location problems, and the second deals with techniques that are designed for the outright rejection of outliers.

3.2 Accommodation

The idea of weighting observations to obtain a robust estimator of the mean carried over into the 20th century, and there developed four main lines of attack. The first of these, L estimation, involves weighting the order statistics. Stigler (1973) gives an account of the early history of such estimators. In a second method, the weights of the observations are based on the residuals. M estimators fall into this class. Bayesian methods constitute a third class. Finally, we discuss a hybrid method consisting of outright rejection followed by estimation (weights = 0 or 1) with the emphasis on the performance of the estimator.

Methods Based on Order Statistics. As the name indicates, L estimators are linear estimators in the order statistics. If \( X_{(1)}, X_{(2)}, \ldots, X_{(n)} \) represent the order statistics then an L estimator of a location parameter is given by \( T = \sum_{j=1}^{n} a_j X_{(j)} \) where the \( a_j \)'s are appropriate weights. These types of estimators include the median and various trimmed and Winsorized means where the values of the \( a_j \)'s may depend on the sample.

Danieli (1920) measured the relative efficiencies of various L estimators in terms of ratios of mean squared errors. Among the estimators Danieli investigated were optimal weight functions \( g \), with weights equal to \( (1/n)g(t)/(n+1) \), and the trimmed mean that he called the discard average.

L estimators were used by Sarhan and Greenberg (1956) for naturally censored samples, but Dixon (1960) recognized that censoring may also be imposed as a method for dealing with outliers. He showed the efficiency of Winsorized estimators, as measured by the ratio of their variance to that of the best linear systematic statistic of Sarhan and Greenberg, to be at least .94.

The virtues of Winsorized means were expounded by Tukey (1960) on the grounds that long-tailed distributions are more common than short. Using a variance-inflation model, he showed that with long-tailed distributions the median is more efficient than the sample average as an estimator of the mean with as little as 10 percent contamination.

Hodges and Lehmann (1963) used optimal rank tests to obtain an estimator (not an L estimator) for the mean using the median of all pair averages of the data; that is \( T = \text{median}(\frac{1}{2}(X_i + X_j), 1 \leq i < j \leq n) \).

Bickel (1965) compared the efficiencies of the Hodges-Lehmann estimator, the trimmed mean, and the Winsorized mean. He found the Hodges-Lehmann estimator to be "preferred in any situation where the degree of contamination and type of distribution is not known with great precision."

A simple estimator given by \( .3F^{-1}(\frac{1}{2}) + .4F^{-1}(\frac{1}{2}) + .3F^{-1}(\frac{1}{2}) \), where \( F \) is the empirical distribution function, was proposed by Gastwirth (1966). Asymptotic theory of various L estimators has been investigated by Bickel and Hodges (1967), Dixon and Tukey (1968), and Jaeckel (1971a). For further discussion of L estimators, see Serfling (1980, Ch. 8).

Estimators Based on Residuals and Moments. The Glaisher-Newcomb idea of iteratively reweighting observations based on the size of their residuals seems to have disappeared from the literature until 1964. This is probably due to the inordinate amount of time needed to determine the basic estimates for even the smallest of sample sizes and to the ease with which estimators such as the trimmed mean could be computed. In a remarkable paper, Huber (1964) established a new approach to the theory of robust estimation. This approach is based on the notion that the poor performance of the sample average in the presence of contamination is due to the sensitivity of the least squares objective function \( \sum(X_i - T)^2 \) to outliers. This sensitivity can be reduced and bounded by replacing the least squares objective function with \( \sum \rho(X_i - T) \), where \( \rho \) is a suitably selected loss function. This class of M estimators contains the sample mean with \( \rho(t) = t^2 \), the sample median with \( \rho(t) = |t| \), and the maximum likelihood estimator with \( \rho(t) = -\log f(t) \). By measuring robustness as the supremum of the asymptotic variance of the estimator as the underlying distribution ranged over all mixtures \((1-\varepsilon)\Phi + \varepsilon H\) for a fixed \( \varepsilon \) and symmetric \( H \), Huber showed that the most robust estimator corresponds to choosing

\[
\rho(t) = \begin{cases} 
    t^2/2 & |t| < K \\
    K|t| - K^2/2 & |t| \geq K.
\end{cases}
\]

Huber (1983) discusses three different approaches to M estimation, including minimax interval estimates.
that provide protection against small amounts of asymmetric contamination.

Hogg (1967) invented an adaptive robust estimator based on the kurtosis of the sample and the assumption that the true distribution is one of a specified family of \( m \) distributions \( \{ D_1, D_2, \ldots, D_m \} \), each with mean \( \theta \) and kurtosis \( k_j \), with \( k_i \neq k_j \) for \( i \neq j \). Assume further that there exists a preferred estimator \( T_j \) of \( \theta \) for each distribution \( D_i \), and that there are \( m \) disjoint intervals \( I_1, I_2, \ldots, I_m \) so that \( k_j \) is an interior point of \( I_j \). Then the estimator is given by \( T_j \) if \( k_j \), the sample kurtosis, is contained in the interval \( I_j \).

Since Huber’s pioneering work in 1964 there has been an enormous amount of literature on robust estimation. For further information on the subject the reader is directed to Andrews et al. (1972), Hogg (1974), Huber (1972, 1977, 1981), Hampel (1974), and Jaeckel (1971b).

Bayesian “Weights.” Using Newcomb’s idea that each observation may come from a Gaussian distribution with a different variance, Ogrodnikoff (1928) placed a prior distribution on the variance and weighted the observations by the ratio of the posterior third moment to the posterior mean.

Jeffreys (1932) considered a mean-shift model where the variances of the two populations and the mixing parameter are known. He assumed uniform prior distributions for the two mean values and estimated the posterior means by “successive approximations.”

The posterior mean was proposed by de Finetti (1961) to reduce the influence of outlying observations. De Finetti stated that “accordance to the Bayesian point of view, there exist no observations to be rejected” and that “the final distribution (of the unknown mean) is determined on the ground of all the observations taken.”

The use of Bayesian estimators to minimize the weighted sum of risks for a quadratic loss function was proposed by Gebhardt (1964). Assuming that there is at most one contaminant in the data, he considered both the mean-shift and variance-inflation models and viewed the problem as a multiple-decision one, with the prior probability that the \( i \)th observation is an outlier being given.

Finally, Dempster and Rosner (1971) assumed that there are \( k \) contaminants in the sample with location shifts of unknown magnitude. By placing a uniform prior over the \( \binom{n}{k} \) possible configurations of \( k \) outlying observations, they were able to find the posterior probability that a particular configuration was the one containing the \( k \) outliers. They propose that this be done for \( k = 0, 1, \ldots, \) and the model that best fits the data be chosen.

For further discussion of outliers and Bayes inference in simple, normal samples, see Goldstein (1982), de Alba and Van Ryzin (1980a, b), O’Hagan (1979), Guttman and Kahatri (1975), Guttman (1973a), and Box and Tiao (1968).

Rejection Techniques Used in Estimation. Techniques for the outright rejection of outliers are discussed in Section 3.2. However, since some authors have considered how these rejection rules influence the estimation of the mean, we consider these studies here. Most of the investigations of the behavior of the estimated mean rely on the mean squared error. For example, Dixon (1953) compared the mean squared error of the mean and the median for various types of contamination. In addition, he investigated the mean squared error of the mean after outlying observations were removed by a gap test that we describe in Section 3.2. He found that the mean squared error for the gap procedure is smaller than that of the median for small sample sizes.

In contrast to Dixon’s work, Anscombe (1960) developed procedures for the rejection of outliers that are directly dependent upon the mean square of the estimator. Citing the work of Chauvenet and Peirce, Anscombe questioned the use of significance tests in outlier studies: “Most modern statisticians, bemused by 5%, give rules (for the rejection of outliers) having rejection rates of about one per 20n observations. No one has explained why this should be so. No one seems to have asked. Rejection rules are not significance tests.” Anscombe then introduced the idea that rejection rules should be treated like insurance policies and hence should be judged according to the premium one has to pay and the protection given by the use of such a rule. The premium of a rule is the fractional increase in mean squared error that results when there are no contaminants present and the protection is the corresponding decrease in mean squared error when contaminants are present. Anscombe proposed three rules for the rejection of outliers and subsequent estimation of the mean. Each of these techniques involves rejecting observations according to the size of their standardized residuals and the premium one is willing to pay. The premium and protection for these rules were investigated for samples of size three.

Tiao and Guttman (1967), Guttman and Smith (1969, 1971), and Guttman (1973b) continued to promote premium-protection rules for estimation of the mean. When the variance is known and there is at most one spurious observation in the sample, Tiao and Guttman propose the estimator

\[
\hat{\mu} = \bar{X} - w,
\]

where

\[
w = \begin{cases} 
0 & \text{if } |z_i| < c \text{ for all } i \\
\frac{(X_i - \bar{X})}{(n-1)} & \text{if } |z_i| > c, |z_j| < |z_i| \text{ for all } j \neq i.
\end{cases}
\]
The variables $z_i$, however, are not the residuals, but are, curiously, the residuals with the same random normal added to induce independence. Values of $c$ for various sample sizes, premiums, and protections were given.

Using both the mean-shift and the variance-inflation models, Guttman and Smith (1969) studied three rejection rules. These were Anscombe's rule, a Winsorized mean, and what they termed a semiwinsorized mean, where the outlying observations are replaced by a bound rather than the next largest or smallest observation. Similar rules were given by Guttman and Smith (1971) for estimation of the variance in the presence of possible outliers. In both of these papers, constants for fixing the premium were given by Monte Carlo for values of $n$ up to 11. The protections, however, were investigated only for samples of size three.

Guttman (1973b) extended his previous work and gave complex rules to guard against more than one outlying observation. Constants for the use of his rules were obtained by Monte Carlo for sample sizes up to 100, and an extensive study of the protection of each rule was given. Further studies of the premium and protection were given by Marks and Rao (1978), where the number of contaminants was assumed to follow a binomial distribution.

3.3 Identification

Many formal techniques for the identification of outlying observations have been proposed. While some authors viewed these techniques as a way to improve the estimation of the mean, we prefer to think of them as tests that help us in our understanding of concomitant variables. This subsection is divided into two parts. The first deals with the detection of one or two outlying observations. Masking, swamping, and the testing of multiple outliers are covered in the second part.

Identification of One or Two Outlying Observations. The early work of Peirce, Chauvenet, and Stone on formal tests for the rejection of outlying observations was continued in the 20th century. Irwin (1925) proposed the use of the gap between the first and second, and the second and third order statistics as a test statistic for the rejection of outliers. By rejection he meant "the realization of the fact that the particular observations in question probably do not belong to the same homogeneous group." He gave critical values for these statistics based on a known variance. In a similar vein, Tippett (1925) proposed the use of the range for the detection of outliers. Once again he assumed that the variance is known. McKay (1935) took a different approach and found the distribution of the difference between the extreme observation and the sample mean scaled by a known standard deviation, that is, $(X_n - \bar{X})/\sigma$. The distribution of these variables was later tabulated by Nair (1948), who also tabulated the distribution of $(X_n - \bar{X})/\hat{\sigma}$, where $\hat{\sigma}$ is an independent estimator of $\sigma$.

Noting that in practice $\sigma$ is estimated by the sample standard deviation, Thompson (1935) derived the distribution of an arbitrary Studentized residual, $r_1 = (X_1 - \bar{X})/\hat{\sigma}$. He showed that $(n - 2)^{-1/2}r_1/(n - 1 - \tau^2)^{1/2}$ has a Student's $t$ distribution with $n - 1$ degrees of freedom. Fixing the frequency of rejection per sample, Thompson obtained critical values.

Pearson and Chandra Sekar (1936) pointed out that while Thompson's criterion is both useful and practical for the detection of one outlier, the Studentized residuals are not independent and that in practice the experimenter would look only at the Studentized residual with the largest absolute value. By using the distribution given by Thompson, they were able to obtain critical values for $r = \max_i r_i$ for a limited number of sample sizes and without deriving its exact distribution.

Grubbs (1950) derived an expression for the exact distribution of $r$. For testing for one outlier he proposed the use of the statistic $S_i^2/S_2^2$, where $S_2^2 = \sum_{i=1}^n (X_i - \bar{X})^2$, $S_1^2 = \sum_{i=1}^{n-1} (X_{(i)} - \bar{X})^2$, and $X_{(i)} = \sum_{j=1}^{i-1} X_j/(n - 1)$. Grubbs showed that $S_1^2/S_2^2 = 1 - r^2/(n - 1)$, hence $S_1^2/S_2^2$ is statistically equivalent to the maximum absolute Studentized residual. For testing that the two largest or the two smallest observations are outliers, he proposed and tabled the percentage points for the statistics $S_{n-1,n}^2/S_2^2$ and $S_{2,2}^2/S_2^2$, where $S_{n-1,n}^2 = \sum_{i=1}^{n-2} (X_{(i)} - X_{(n-1)})^2$, $X_{n,n-1} = \sum_{j=1}^{n-2} X_j/(n - 2)$, and $S_{2,2}^2$ is defined in a similar manner. Grubbs, however, was unable to obtain critical values for the test statistic $S_{1,2}^2/S_2^2$ for testing simultaneously the largest and smallest observations as outliers. The procedure for testing for exactly one outlying observation was shown to maximize the probability of making the correct decision under the mean-shift model by Murphy (1951), Paulson (1952), and Kudo (1956). Ferguson (1961) showed the same when the outlier is generated according to the variance-inflation model. However, as we shall see later, this is not the case when multiple outliers are considered.

King (1953) extended Grubbs test to two-sided alternatives, while Quesenberry and David (1961) used a pooled estimator of the standard deviation for the denominator of the Studentized residual.

Murphy (1951) gave a location/scale-invariant procedure for maximizing the probability of a correct decision when there is contamination by mean-shift. The test statistic for the largest $k$ out of $n$ observations as outliers is of the form

$$T = \left(\sum_{i=0}^{k-1} X_{n-i} - k\bar{X}\right)/S.$$
This, of course, is Grubb's test when $k = 1$. Tests of this type, where sets of data are simultaneously tested as discordant are called block tests by Barnett and Lewis (1978).

While Grubbs was extending the work of Thompson, and Pearson and Chandra Sekar on Studentized residuals, Dixon (1950) proposed the use of the ratios of ranges and subranges to test for one or two outliers. In rather confusing notation, he gave statistics such as

$$r_{10} = \frac{X(2) - X(1)}{X(1) - X(1)}$$

for the single outlier $X_1$, and

$$r_{20} = \frac{X(3) - X(1)}{X(1) - X(1)}$$

for outlier $X_1$ avoiding $X_2$. The distributions of ratios of the form $(X(i) - X(j))/X(i) - X(j)$ for small values of $i$ and $j$ are given in Dixon (1951), and the performance of various procedures was investigated in Dixon (1962).

For observations assumed to come from a symmetric distribution, Walsh (1950) proposed the use of a nonparametric test to decide whether the $r$ largest observations came from a population with the same median as the remaining observations. This test can be viewed as a gap test similar to those of Dixon.

Ferguson (1961) considered various invariant tests for outlier rejection. He showed that tests based on the sample skewness are locally best invariant tests for outliers with small positive shifts in the mean and that tests based on the sample kurtosis are locally best invariant tests for testing for small shifts in the mean in either direction. Tests based on the sample kurtosis are also locally best invariant tests for testing small positive shifts in the variance. Although tests based on either kurtosis or skewness are locally optimal, no test has much power in determining outliers for small shifts in the mean. In addition, Ferguson showed that for samples of size $n = 25$ the Studentized residuals are more powerful for detecting intermediate to large (greater than $3\sigma$) shifts in the mean.

The repeated applications of single outlier tests for the rejection of multiple outliers is called a consecutive test by Barnett and Lewis (1978). McMillan and David (1971) and McMillan (1971) conducted power studies comparing consecutive versions of maximum Studentized or standardized residuals with Murphy's block procedure for the detection of two outliers. When the variance is unknown Murphy's procedure slightly outperforms Grubbs's test for two outliers, but the consecutive Studentized residual test was shown to decrease in power as the two outlying observations moved further from the mean in the same direction. This decrease in power for consecutive tests is called masking.

Masking, Swamping, and Multiple Outlier Tests. That the power of consecutive applications of Grubbs's test for outliers decreases as the two outliers move further from the mean did not surprise McMillan (1971); Pearson and Chandra Sekar (1936) had shown that, for small samples, two or three outlying observations placed approximately the same distance from the mean so inflate both the sample mean and the variance that it is impossible to obtain a large value of the test statistic, $(X(i) - \bar{X})/\sigma$. Pearson and Chandra Sekar state "...it would appear that the criterion is only really efficient in the presence of a single outlying observation."

By using plots of the rejection regions of the consecutive Grubbs procedure, McMillan (1971) showed that if the outliers have exactly the same value they are never rejected. Further, if the outliers have exactly the same expectation, the probability that they are rejected goes to zero as their expectation increases. Prescott (1978) refined the rejection-region plots of McMillan by proposing plots of the sensitivity of the test statistic as a function of the outlying observations $X_1$ and $X_2$. The sensitivity function was obtained by evaluation of the test statistic at the $n - 2$ expected values of the normal order statistics from a sample of size $n = 2$ and the values of $X_1$, $X_2$. Contours of the sensitivity function were then plotted in the $X_1$, $X_2$ plane. For samples of sizes $n = 20$ sensitivity contours for consecutive use of the single outlier procedures of Grubbs, the $t$ statistics of Dixon, and the skewness of Ferguson all have large regions where one outlier masks another. The sample kurtosis, however, is relatively free of masking. Hawkins (1980) pointed out that the masking effect of two outliers tends to decrease as the sample size increases, but as the sample size increases the number of outliers probably increases and hence more masking occurs.

Numerous writers, realizing that consecutive application of single outlier tests leads to problems, proposed tests for the simultaneous rejection of outliers. The first proposed test was the optimal block test of Murphy (1951). Tietjen and Moore (1972, 1979) proposed two Grubbs-type statistics for the detection of multiple outliers. For testing $k$ outliers on one side of the data they proposed

$$L_k = \sum_{i=1}^{n-k} (X(i) - X_k)^2/S^2,$$

where $X_k = \sum_{i=1}^{n-k} X(i)/(n - k)$. For $k$ outliers on either side they gave

$$E_k = \sum_{i=k+1}^{n-k} (z(i) - \bar{z})^2/S^2,$$
where \( z_{i0} \) is the value of \( X \) corresponding to the \( i \)th largest (or smallest) ordered absolute residual. Although \( k \) was assumed known in the formal development, Tietjen and Moore suggest that \( k \) be estimated by use of the largest gap in the order statistics when testing for outliers on one side of the data. They give no indication of how to estimate \( k \) for tests based on \( E_k \). Hawkins (1979) showed that \( E_k \), even for the correct choice of \( k \), can pick the wrong observations as outliers if the outliers occur on one side of the data. The flaw in the \( E_k \) statistic was corrected by Hawkins (1979). Reasoning that a severe outlier contaminates the mean, he used a procedure first proposed by Rosner (1975). In this method the mean is recomputed after the most severe outlier is removed and then the next most severe outlier is judged by its deviation from the new mean. This procedure is continued until all the data are ranked.

A test procedure for the simultaneous rejection of \( k \) outliers was also proposed by Tiku (1975). He gave as a test statistic the ratio of the maximum likelihood estimator of \( \sigma \) from a censored sample to that from an uncensored sample. The amount of censoring is estimated by the maximum gap in the order statistics, scaled by its expected value. (For more on estimating the amount of censoring see Jain and Pingel 1981a). The performance of this test in practice has not yet been suitably investigated. Tiku did a power study, but he contaminated only the largest (or smallest) observations generated from a normal distribution. This leaves both the underlying distribution and that of the outliers non-normal and does not mimic situations that occur in practice.

In all of the previous tests for blocks of outlying observations, the experimenter is faced with the estimation or selection of \( k \), the number of outliers. In a significant paper, Rosner (1975) developed test statistics that are not prone to masking and require only knowledge of the maximum number of possible outliers, \( k_o \). Using Rosner's notation, the tests are constructed as follows: Consider the subsets \( I_0, I_1, \ldots, I_k \), where \( I_0 = \{x_1, x_2, \ldots, x_n\} \) and \( I_{i+1} \) is formed by deleting from \( I_i \) the point \( x' \) farthest from the mean of the points in \( I_i \). Next, let \( R_i = S(I_i-1) \), where \( S(I) \) is any statistic for detecting one outlier. Rosner determined constants \( \lambda_i(\beta) \) such that

\[
\Pr\left\{ \bigcup_{i=1}^{k} \{ R_i > \lambda_i(\beta) \} \right\} = \alpha.
\]

The test procedure declares \( x^0, x^1, \ldots, x^{i-1} \) as outliers, where \( i = \max \{ i: R_i > \lambda_i(\beta) \} \). If \( R_i < \lambda_i(\beta) \) for all \( i \), then no outliers are declared. Rosner studied the power of four outlier statistics: the extreme Studentized deviate, the Studentized range, the kurtosis, and an \( R \) statistic that is the maximum deviation from a trimmed mean scaled by a trimmed standard deviation. The test procedure based on the extreme Studentized deviate seems to be the most powerful.

Extended critical values for Rosner's technique are given by Rosner (1977), Prescott (1979), Chhikara and Feiveson (1980), and Jain (1981a). Power studies of the Rosner procedure were carried out by Jain (1981b) and Jain and Pingel (1981b), but in each of these studies the Tiku method of contamination was used, making the studies useless.

Hawkins (1978) and Cook and Beckman (1980) show that, while the Rosner procedure controls the \( \alpha \) level for the rejection of the null hypothesis, it tends to declare more outliers than there are in the sample when the null hypothesis is rejected. This phenomenon is known as swamping (Fieller 1976) and is characteristic of many procedures for detecting multiple outliers when \( k_o \) is chosen larger than the true number of contaminants present.

Historically, the most annoying issue was how to choose \( k \) or an estimate thereof. If \( k \) was selected a priori and was smaller than the number of contaminants present, we ran the risk of not detecting any contaminants because of masking. On the other hand, if \( k \) was too large we may have declared valid observations as outliers because of swamping. Rosner's recommendation is to specify a clear upper bound \( k_u \) for \( k \) and then to employ some type of sequential procedure based on identifying the most outlying subsets on some criterion for \( k = 1, 2, \ldots, k_u \). The choice of \( k_u \) is difficult and usually left to the discretion of the investigator, but \( k_u/n \) is typically visualized as being quite small. Nevertheless, the problems in choosing \( k_u \) are similar to those encountered by choosing \( k \). In particular, if \( k_u \) is much larger than the true number of outliers, masking may not pose much of a problem but swamping will.

In an attempt to circumvent the problems of swamping and having to specify \( k_u \), Cook and Beckman (1980) proposed the use of \( M \) estimators for the detection of outliers. Viewing Huber's \( M \) estimators as iteratively reweighted least squares, they obtained critical values for the weights. In a power study, they showed that this procedure outperforms the Rosner procedure in those cases where \( k_u \) is not "close" to the true number of outliers.

Finally, for the detection of multiple outliers Kita- gawa (1979) used Akaike's information criterion,

\[
\text{AIC} = -2 \log (\text{maximum likelihood}) + 2 (\text{number of independently adjusted parameters}),
\]

which is an approximation of minus two times the expected entropy. By defining a series of models where the smallest \( r_1 \) observations belong to one outlying population and the largest \( r_2 \) to another, the model
with the minimum AIC (maximum entropy) was determined, and the corresponding $r_1$ smallest and $r_2$ largest observations declared outliers. Kitagawa gives numerous examples comparing this procedure with those of Grubbs, Dixon, and Tietjen and Moore.

3.4 Remarks

The number of articles on outliers has increased dramatically in the last few years owing to recognition of the problems presented by multiple outliers. If the number of outliers is known to be at most one, then almost all outlier techniques choose the observation with the largest Studentized residual as the most likely outlying observation. However, when multiple outliers are present, most techniques suffer from either masking or swamping or both. This is possibly due to the use of the magnitude of the residuals (or some variant of the residuals) as the test statistic. For multiple outliers from a univariate sample, the best test procedures may be those that fit distributions to the entire sample, such as Kitagawa’s (1979) use of entropy or the many Bayesian techniques. An intensive power study of these types of procedures could be very useful. One of the main tasks in such studies will be the development of fast algorithms, since the methods are often computationally infeasible.

Techniques developed for the accommodation of outliers, such as $M$ estimators and trimmed means, seem to do well with data generated according to the variance-inflation model. More thought should be given to techniques that accommodate outliers from the mean-shift model.

As a last remark, methods for judging the performance of various techniques need to be standardized. It is clear that the mean squared error is useful for evaluating accommodation methods. Methods for rejection, however, present a larger problem. Masking, swamping, and the number of observations correctly identified need to be studied for these methods. Letting $x$ be the number of outliers correctly identified and $y$ be the number of nonoutliers that are declared outliers (the number of false positives), we suggest the following six parameters be estimated:

1. The probability that no false positives and all outliers are detected, $Pr(x = k, y = 0)$;
2. The probability of no false positives and at least one outlier, $Pr(x > 0, y = 0)$;
3. The expected proportion of detected outliers, $Ex/n$;
4. The probability of at least one false positive, $Pr(y > 0)$;
5. The expected number of false positives, $Ey(y)$; and
6. The proportion of false positives among all observations that were declared outliers, $Ey/(Ex + Ey)$.

4. OUTLIERS IN NORMAL LINEAR MODELS

4.1 Introduction

In this section we discuss various ways that have been proposed for extending the treatment of outliers in simple normal samples to the linear model

$$
Y = y_0 = X\beta + \varepsilon
$$

(4.1)

where $Y$ is an $n$-vector of observable responses, $X$ is a known, full-rank, $n \times p$ matrix, $\beta$ is a $p$-vector of unknown parameters and $\varepsilon$ is an unobservable $n$-vector of independent and identically distributed (iid) normal errors with mean $0$ and variance $\sigma^2$. We first describe what might be viewed as the central frequentist approaches to the detection of outliers in analyses based on (4.1). We next consider related but alternative approaches, including Bayesian treatments of the problem, and finally we briefly consider the relationship between influential observations and outliers.

4.2 Central Frequentist Approaches

Let $u_i$ denote an $n$-vector with a 1 in the $i$th position and zeros elsewhere. Much of the work on outliers in linear models is based, sometimes implicitly, on the mean-shift model

$$
Y = X\beta + D\gamma + \varepsilon
$$

(4.2)

where $\gamma$ is a $k$-vector of unknown parameters, $D$ is an $n \times k$ matrix with columns $U_{i1}, \ldots, U_{ik}$, and the remaining quantities are as defined in (4.1). Srikantan (1961) and Ferguson (1961) were the first to explicitly state this model as a basis for dealing with outliers in linear models, although this approach is implicit in Daniel’s (1960) work on two-way tables and was used extensively in prior investigations of outliers in simple random samples. This model is most appropriate when identification rather than accommodation is of interest.

The mean-shift model is usually stated as a basis for detecting outlying responses $y_i$, but it is equally valid for detecting an error in the $i$th row $x_i^T$ of $X$. Suppose, for example, that $k = 1$ and the observed $x_i = x_i - \Delta_i$, where $\Delta_i$ is unknown. Then the resulting model will be of the form of (4.2) with $\gamma = \Delta_i^T \beta$. Following Cook and Weisberg (1982), we refer to the vector $(y_i, x_i^T)$ as the $i$th case. The mean-shift model is best regarded as a basis for detecting outlying cases, particularly in regression problems where the elements of $X$ may not be verifiable.

Barnett and Lewis (1978) distinguish between the labeled version of (4.2) in which $i = \{i_k, \ldots, i_k\}$ is assumed known prior to an inspection of the data and the unlabeled version in which this set of indices is unknown. Since the labeled version is a standard linear model, the analysis can be carried out using the
usual methods; and the results can be usefully expressed in terms of the analysis of the null model (4.1).

**Labeled Model.** Let \( \hat{\beta} \) denote the ordinary least squares estimator of \( \beta \) under (4.1) and let

\[
V = (v_{ij}) = X(X^TX)^{-1}X^T
\]

denote the \( n \times n \) matrix that projects \( Y \) onto the vector of fitted values, \( \hat{Y} = (\hat{y}_i) = VY \). The \( n \) vector of ordinary residuals under (4.1) is

\[
e = (e_i) = Y - \hat{Y} = (I - V)Y
\]

and the usual estimate of \( \sigma^2 \) is \( \hat{\sigma}^2 = e^Te/(n - p) \). Clearly, \( e \) follows a singular multivariate normal distribution with mean 0 and covariance matrix \( \sigma^2(I - V) \), so that \( \text{var}(e_i) = \sigma^2(1 - v_{ii}) \). Finally, the subvector of \( e \) and the submatrix of \( V \) that correspond to the cases indexed by \( i \) will be denoted by \( e_i \) and \( V_i \), respectively.

The least squares estimate of \( \gamma \) in the labeled version of (4.2) is simply

\[
\hat{\gamma} = [I - V_i]^{-1}e_i,
\]

provided, of course, that the indicated inverse exists. The least-squares estimates of \( \beta \) and \( \sigma^2 \) are \( \hat{\beta}_0 \) and \( \hat{\sigma}_0^2 \), the usual estimates of \( \beta \) and \( \sigma^2 \) computed from (4.1) after discarding the cases indexed by \( i \). Since the analysis of the mean-shift model in terms of \( \beta \) and \( \sigma^2 \) is equivalent to discarding the suspect cases, it seems fair to regard this model as one in which the contaminants furnish no information about the basic process. John and Draper (1978), John (1978), and Draper and John (1980) carry the notion of discarding cases further. They note that the mean-shift model is similar to that used when estimating missing values with an analysis of covariance; thus they regard the responses indexed by \( i \) as missing values to be replaced by "estimates." Although the answers are the same, approaching the problem in terms of missing values seems more a hindrance than a help.

The additional reduction in the sum of squares due to fitting \( \gamma \) after \( \hat{\beta} \) is

\[
Q_d(i) = e_i^T[I - V_i]^{-1}e_i.
\]

This notation is a slight modification of that introduced by Gentleman and Wilk (1975b), who provide many of the basic details for an analysis of the labeled version. Under the null model (4.1), \( Q_d(i) \) can be expressed as a sum of squares of iid normal variables by using the spectral decomposition \( V_i = \Gamma \Lambda \Gamma^T \), where \( \Gamma \) is a \( k \times k \) orthogonal matrix and \( \Lambda \) is a diagonal matrix of eigenvalues \( 0 \leq \lambda_1 \leq \cdots \leq \lambda_k < 1 \):

\[
Q_d(i) = (\Gamma^Te_i)^T(I - \Lambda)^{-1}(\Gamma^Te_i)
\]

The elements of \( (\Gamma^Te_i)(I - \Lambda)^{-1/2} \) are iid \( N(0, \sigma^2) \) random variables and are constructed in a manner similar to the "successively adjusted residuals" of John and Draper (1978); see also Gentleman (1980) and Cook and Weisberg (1982). When \( k = 1 \), \( Q_d(i) = e_i^2/(1 - v_{ii}) \) is proportional to the square of the \( i \)th Studentized residual

\[
r_i = e_i/(1 - v_{ii})^{1/2}, \quad i = 1, 2, \ldots, n.
\]

The Studentized residuals play a central role in the detection of a single contaminant. Under the null model, the marginal distribution of \( r_i^2/(n - p) \) is Beta with parameters \( 1/2 \) and \( (n - p - 1)/2 \), \( E(r_i) = 0 \), \( \text{var}(r_i) = 1 \) and \( \text{cov}(r_i, r_j) = -v_{ij}/(1 - v_{ii}1 - v_{jj})^{1/2} \). The joint distribution of the \( r_i \) has been investigated by Ellenberg (1973) and Ferguson (1961); see also Doornbos and Prins (1958) and Joshi (1972).

The usual \( F \) statistic for testing the hypothesis \( \gamma = 0 \) is

\[
F_d(i) = (n - p - k)Q_d(i)/(e^Te - Q_d(i))
\]

with \( k \) and \( n - p - k \) degrees of freedom. When \( k = 1 \), this reduces to (see Beckman and Trussell 1974)

\[
F_1(i) = r_i^2/(n - p - 1)(n - p - r_i^2)
\]

which is monotonically increasing in \( r_i^2 \). Srikantan (1961) established that when \( k = 1 \) the uniformly most powerful unbiased test of the hypothesis \( \gamma = 0 \) is based on the Studentized residual corresponding to the suspect case. Generally, it is worthwhile remembering that the power of this test can vary greatly depending on the structure of \( V \). The noncentrality parameter associated with the test of the hypothesis \( \gamma = 0 \) is \( \gamma'((1 - V_i)\gamma)/2\sigma^2 \), which reduces to \( \gamma'^2(1 - v_{ii})/2\sigma^2 \) when \( k = 1 \). The term \( (1 - v_{ii}) \) will be small for remote points \( x_i \) in the factor space and thus outliers at such points will be the most difficult to detect (Cook 1979; Huber 1975; Davies and Hutton 1975). Generally, \( V \) and in particular its diagonal elements play an important role in the study of outliers. For a review of many relevant properties of \( V \), see Hoaglin and Welsch (1978), Cook and Weisberg (1980,1982), and Belsley, Kuh, and Welsch (1980).

The analysis of the labeled version is relatively straightforward. If necessary, standard subset-selection methods can be used to sort out probable zero elements of \( \gamma \); see Schweder (1976) for further suggestions. The analysis of the unlabeled version, however, is much more complicated since \( i \) and usually \( k \) are unknown. For a fixed \( k \), a common recommendation is to search over all \( 2^k \) subsets and estimate \( i \) using the set of indices \( i \) that maximizes \( Q_d(i) \), although many approximate versions of this idea have been suggested in an effort to avoid costly calculations. This is equivalent to identifying the subset of \( k \) cases that result in the greatest increase in the maximized likelihood. In what follows we first
assume that \( k - 1 \) and later turn attention to situations in which \( k > 1 \).

**Unlabeled model, \( k = 1 \).** The use of the maximum absolute Studentized residual \( \max |r_i| \), or a statistically equivalent criterion, for dealing with a single outlier in simple normal samples can be traced back to the work of Pearson and Chandra Sekar (1936). Anscombe (1960) and, in the same issue of *Technometrics*, Daniel (1960) were the first to propose the use of the maximum Studentized residual in connection with linear models. Anscombe’s (1960) approach is based on using the now widely recognized concepts of premium and protection to characterize the performance of rules for the rejection of observations prior to estimation, as discussed in Section 3. Anscombe’s application of these ideas to linear models is restricted to (a) situations in which the residuals under the null model (4.1) have constant variance so that correct weighting is not an issue and (b) rules of the form: reject the observation corresponding to \( |e_m| = \max |e_i| \) if \( |e_m| > C \sigma \) where \( C \) is a selected positive constant. Anscombe justified the use of residual-based rules on the grounds that they are natural and convenient. In this approach, Anscombe considered the effects of rejecting cases on the subsequent estimates—a concern that is conspicuously absent in many of the approaches based on the meanshift model—rather than the validity of the cases in question. This line of development is extended by Guttmann and Dutter (1976).

Daniel (1960) considered the problems of detecting and testing for a single “biased value” in an otherwise additive two-way table. He argued that, in the presence of a single outlier, the correlation between the residuals and their biases will be high and that this correlation should be used to detect the most probable biased cell. This line of investigation led Daniel to conclude that “... all the information about a single bad value is in the largest residual, \( d_{\text{max}} \), after all.” Since the residual variances are constant in a balanced two-way table, there is no essential distinction to be made between the ordinary and the Studentized residuals.

Srikantan (1961) recommended the use of \( r_m^2 \), the square of the largest Studentized residual, as a test statistic for a single outlier in the unlabeled linear model, and was evidently the first to suggest that approximate critical values be based on the first Bonferroni bound; see Joshi (1972) for analogous results when \( \sigma^2 \) is known or an independent estimate is available. Ferguson (1961) formulated the problem in a decision-theoretic context with the available actions being represented by the \( n + 1 \) hypotheses \( H_0: \gamma = 0 \), \( H_1: \gamma = \gamma_i, i = 1, 2, \ldots, n \). He shows that the decision rule to accept \( H_0 \) when \( r_m^2 \leq k \) and accept \( H_m \) when \( r_m^2 > k \) is invariant admissible when \( \gamma_i = \gamma (1 - \epsilon)^{-1} \), \( i = 1, 2, \ldots, n \), but also admits that the rule is “not easily justifiable” when the \( \epsilon_i \) are not equal. Ferguson’s rule is essentially the same as one of the rules proposed by Anscombe (1960).

Although these early methods are based on somewhat different statistical philosophies, they all rely on the maximum absolute Studentized residual to furnish information about a single outlier. The work of Ferguson and Srikantan indicated that the Studentized residuals reflect the proper way to weight the ordinary residuals when the \( \epsilon_i \) are nonconstant, a conclusion that was later supported by Anscombe and Tukey (1963), Andrews (1971), and Behnken and Draper (1972). Using the projection of \( e(e^T e)^{-1/2} \) onto the columns of \( I - V \), Andrews (1971) developed a test statistic for a single outlier that is statistically equivalent to \( r_m^2 \).

Despite the early work, some did not view the residuals as a useful basis for detecting outliers. Bross (1961) called Anscombe’s (1960) and Daniel’s (1960) work a “false start” on the grounds that the residuals are inherently unreliable since they (a) require the assumption of a specific null model, (b) are correlated, and (c) may be affected by a single outlier in complicated ways. These concerns are, of course, quite appropriate. Outliers must be judged with some model in mind. If the null model (4.1) is not a reasonable approximation in the absence of contaminants, we cannot expect to be able to accurately judge the worth of a single case. Indeed, as indicated in the Introduction, outliers should be treated generally as an indication that either the model or the cases may be in error, and they often provide useful diagnostic information. Bross’s suggestion that an outlier be judged relative to a perceived pattern in the data rather than relative to an a priori specified model may occasionally provide important information, but it seems impossible to generalize in a useful way.

The correlation between the \( i \)th and \( j \)th, \( i \neq j \), residuals is

\[
\rho_{ij} = -\frac{v_{ij}}{[(1 - v_{ii})(1 - v_{jj})]^{1/2}} \tag{4.11}
\]

The importance and properties of these correlations were first studied in detail by Anscombe (1960), who provides a listing for various designs, and Anscombe (1961). Cook (1979) investigates the configurations of the rows of \( X \) that give rise to high correlations in regression. Cook and Prescott (1981) extend Anscombe’s (1960) listing for certain models of \( 2^n \) factorials. In the presence of high correlations it may not be possible to identify the single most probable contaminant. Consider, for example, a \( 2 \times 3 \) experiment with main effects and first-order interactions. For this design and model, every residual has a \( -1 \) correlation with a second residual, so that a single outlying case...
cannot be identified. As suggested by Anscombe (1960), the use of the maximum absolute Studentized residual to identify a single outlying case requires the assumption that \( |\rho_{ij}| < 1 \).

Bross's final concern (c) has been expressed by others who then propose alternative criteria for the detection of a single contaminant. Mickey, Dunn, and Clark (1967), Goldsmith and Boddy (1973), and Mickey (1974) suggested that the most likely contaminant is the case that when deleted results in the largest reduction of the residual sum of squares for (4.1). Snedecor and Cochran (1967) suggested a technique based on deleting a case and comparing the associated response to its prediction obtained from fitting (4.1) to the reduced data. The fact that these techniques are statistically equivalent to \( r_m^2 \) was demonstrated by Ellenberg (1976); see also Williams (1973) and Snedecor and Cochran (1980).

In recent years \( r_m^2 \) has become a widely accepted statistic for detecting a single outlier in linear models and much work has been done on the problem of determining associated critical and \( p \) values. The null distribution of \( r_m^2 \) has been investigated by Hartley and Gentle (1975), but the results are quite complicated. One of the difficulties is that the distribution of \( r_m^2 \) depends on \( X \) so that a tabulation of exact percentage points is not practical in general. Monte Carlo studies that reflect the dependence of the distribution of \( r_m^2 \) on \( X \) are reported by Tietjen, Moore, and Beckman (1973), Ellenberg (1976), and Gentle (1978). Most of the recent work on this problem involves the use of Bonferroni bounds to determine approximate critical and \( p \) values.

The approximation of \( \text{Pr}(r_m^2 \geq d) \) using the first Bonferroni upper bound will be exact if

\[
1 + \max_{i \neq j} |\rho_{ij}| < 2(n - p)d^2. \tag{4.12}
\]

This is equivalent to the sufficient conditions given by Srikantan (1961), Stefansky (1971,1972), and Prescott (1977); see also Cook and Prescott (1981) and Ellenberg (1976).

Stefansky (1971,1972) presents a method, based on Bonferroni bounds, for calculating critical values of the maximum normal residual

\[
\text{MNR} = \max |e_i|/(\text{C}\text{T})^{1/2} \tag{4.13}
\]

when the \( v_{ij} \) are constant, and provides selected critical values for two-way tables. The MNR is, of course, equivalent to \( r_m^2 \) when the \( v_{ij} \) are equal. Although not easily implemented, Stefansky's method can be used to tabulate approximate critical values for experimental design models in which \( X \) is constant across applications. Galpin and Hawkins (1981) use Stefansky's basic approach to tabulate critical values for two- and three-way tables.

Using Monte Carlo methods, Tietjen, Moore, and Beckman (1973) investigate the dependence of the critical values of \( r_m^2 \) on the arrangement of the \( x \)'s in simple linear regression. They conclude that this dependence is not strong and present critical values of \( |r_{m1}| \) obtained by averaging over four distinct arrangements. Prescott (1975) noted that the critical values given by Tietjen, Moore, and Beckman are quite close to those obtained using the first Bonferroni bound and suggested that this bound would usually produce adequate critical values for multiple regression. Following Prescott's suggestion, Lund (1975) constructed tables of approximate critical values. Moses (1978) provides charts for finding the upper percentage points of Student's \( t \) in the range .01 to .00001, and Bailey (1977) provides tables of the Bonferroni \( t \) statistic. John and Prescott (1975) compare a variety of schemes for obtaining critical values for \( r_m^2 \) and conclude that the first Bonferroni bound gives the most satisfactory result.

Ellenberg (1973,1976) suggests that the accuracy of the first Bonferroni bound might generally be checked using upper and lower bounds based on the first- and second-order Bonferroni inequalities. Evaluation of this lower bound, however, requires numerical integration and the residual correlations, and is therefore not well suited for routine use. Cook and Prescott (1981) present a relatively simple method for determining upper and lower bounds on \( p \)-values associated with \( r_m^2 \). This method explicitly incorporates the condition (4.12) necessary for the Bonferroni upper bound to be exact and allows a more accurate reflection of the weight of evidence against the null hypothesis of no outliers than is possible using the upper bound alone. Doornbos (1981) used a similar approach to construct bounds for \( \max_{i \neq j} |\rho_{ij}| \) that when satisfied guarantee a test size between \( \alpha \) and \( (\alpha - \alpha^2/2) \).

In summary, the maximum absolute Studentized residual \( |r_{m1}| \) has been rediscovered numerous times over the past 20 years and is now a widely accepted criterion for detecting a single outlier in linear regression. Critical values or, preferably, \( p \) values based on the first-order Bonferroni upper bound can be expected to be reasonably accurate whenever the residual correlations are not excessively large. If special tables of known accuracy are lacking, the methods of Cook and Prescott (1981) or Doornbos (1981) can be used to assess the accuracy of this bound.

Unlabeled Model, \( k > 1 \). When one is faced with the possibility of multiple contaminants, the problem is how to make inferences about \( i \) and \( \gamma \) simultaneously. As in the case of simple random samples, one is also faced with the specification of the exact number of outliers, \( k \), or an upper bound on the number of
outliers. Mickey, Dunn, and Clark (1967) avoid the choice of $k_0$ by employing a forward selection procedure based on successively deleting individual cases so that each deletion achieves the maximum decrease in the residual sum of squares. The usual type of forward selection rules are used to indicate when to stop. Gentle (1978) proposes a related procedure, based on using $|r_m|$ stepwise to test for the presence of a single contaminant in various reduced data sets. Masking will likely present substantial problems in any procedure beginning with $k = 1$.

Gentleman and Wilk (1975a) study the properties of the Studentized residuals from analyses of two-way tables based on additive models when one or two contaminants are present. They conclude that the residuals are reliable indicators of a single outlier but that when two contaminants are present "the resulting residuals will often not have any noticeable peculiarities" (see also Daniel 1978 and Cook 1979). They later (Gentleman and Wilk 1975b) recommend that, in general, the $k$ most outlying cases be determined by first choosing $k_m$ and then finding the maximum value of $Q_k(i)$ (see eq. 4.6) for $k = k_m$. If $\max_i Q_k(i)$ is not statistically discrepant the procedure is repeated with $k = k_m - 1$; otherwise the process stops with the identification of $i$ and the value of $i$ that maximizes $Q_k(i)$ as the indices of the outliers in the data. No outliers are declared when $Q_k(i)$ is not statistically discrepant for $k = k_m, k_m - 1, \ldots, 1$. They suggest comparing $Q_k(i)$ to simulation results obtained when no contaminants are present as an aid to assessing the discrepancy of $Q_k(i)$ at each stage. Gentleman (1980) shows how the structure of $V$ can be exploited to reduce the amount of necessary computation and suggests several approximate procedures when such a reduction is not sufficient or possible. However, she offers no further advice on how to judge the significance of the final results.

John and Draper (1978) give good discussions of various methods based on $Q_k(i)$ and suggest a two-stage procedure for detecting up to $k = 2$ outliers in two-way tables (see also John 1978). This procedure is extended to $k = 3$ in Draper and John (1980). For $k = 3$, the John-Draper procedure requires that $i$ and $Q_3(i)$ be obtained at the outset. Then at stage 1 $Q_3(i)$ is tested for significance using smoothed Monte Carlo percentage points. If the results are not significant the procedure stops and it is concluded that $k = 0$. Otherwise, it is concluded that $1 \leq k \leq 3$ and one then proceeds to stages 2 and 3 to sort out the number of contaminants indexed by $i$. The percentage points recommended for stages 2 and 3 were again obtained by smoothing Monte Carlo percentage points.

The value of the various procedures based on $Q_k(i)$ for $k > 1$ depends on context. They are cumbersome, not easily interpreted, and not well suited as routine diagnostic tools. If the null model is known to be reasonably accurate in the absence of contaminants, and one's interest is in detecting unrelated contaminants with large values, the $Q_k(i)$ criterion may be useful. Simulation seems necessary to obtain guidance in the interpretation unless the analysis is of a two-way table and $k_m \leq 3$. (The first Bonferroni upper bound will likely be very conservative.)

As an alternative to using $Q_k(i)$, Bradu and Hawkins (1982) suggest a procedure, based on tetrads, for identifying multiple outliers in two-way tables.

Dempster and Gasko-Green (1981) suggest an alternative point of view based on sequentially removing the single most discrepant case from a least squares analysis. They consider various measures of discrepancy, including $|r_m|$, and argue that data analysts should consider applying more than one measure to a given set of data. As a means of judging how far the sequential deletion procedure should be carried out, they propose two sequences of conditional $p$ values that can also be used to identify groups of outlying cases. This methodology has definite advantages over that based on $Q_k(i)$: It is easier to implement, produces results that are easier to interpret, and is more suitable for use as a routine diagnostic. Although this methodology is promising and seems to work well in the examples considered by Dempster and Gasko-Green, more experience is necessary before we can be definitely convinced of its value. In particular, a comparison with the methodology based on $Q_k(i)$ could be most interesting.

4.3 Other Approaches

Numerous approaches that do not fall within the framework of Section 4.1 have been proposed for dealing with outliers in normal linear models. These approaches differ with respect to the amount of a priori information available on the nature and frequency of the outliers, the philosophical basis for the underlying analysis and the treatment of outliers, and ease of implementation. The purpose of the section is to illustrate the kinds of approaches that have been taken and describe a few methods that seem potentially useful. We do not attempt a survey of all of the available alternative methods.

A Quick Test. As was mentioned previously, the Studentized residuals are useful diagnostics for data analysis in general, and the maximum absolute Studentized residual is a reliable statistic for detecting a single contaminant. If more than one contaminant is present, however, an inspection of the Studentized residuals alone may lead to erroneous conclusions, although residual plots will occasionally reveal multiple contaminants. The sequential methods based on $Q_k(i)$ require special computer programs and are not well suited for routine application.
Brown and Kildea (1979) (see also Brown 1975) suggest a quick test for asymmetric contaminants. They argue that in the presence of asymmetric contamination the residuals from a least squares fit should tend to be of one sign and that tests using the signs of residuals are useful as quick indicators of whether further analysis is required. Let \( S \) denote an \( n \) vector with \( i \)th element sign \( (e_i) \), \( i = 1, 2, \ldots, n \). The test criterion proposed by Brown and Kildea is

\[
g = S^T V S, \tag{4.14}
\]

where \( V \) is the hat matrix as defined at (4.3). This statistic is simply the sum of squares for the regression of \( S \) on \( X \) and thus can be computed using standard regression programs. Under the hypothesis of no outliers, \( g \) is asymptotically distributed as \( (1 - 2/n) \) times a chi-squared random variable with \( p \) degrees of freedom. The implicit alternative hypothesis is that there is at least one contaminant present. Brown and Kildea develop their test for linear models with a general density for \( e \); the above results are for the normal case. An intuitive feeling for the conditions under which \( g \) is likely to work well can be gained by exploiting its relationship to discriminant analysis.

Robust Regression. Like the robust methods discussed in Section 3.1, robust regression methods and in particular \( M \) estimators are usually suggested for use in situations where the iid elements of \( e \) follow a distribution \( F \) that is symmetric about zero and has tails that are heavier than those associated with the normal distribution. The rationale behind such methods is that realizations from the tails of \( F \) can have substantial influence on the least-squares estimator, so the corresponding cases should be downweighted. There has been considerable work in this area in recent years. Hogg (1979) provides a good introduction to the literature; for more details, see the recent book by Huber (1981). Here we briefly discuss robust regression as it relates to the problem of outliers.

A common paradigm for motivating the use of robust regression when contaminants are likely to be present is that the basic distribution is \( N(0, \sigma^2) \), while the contaminants arise from a heavy-tailed distribution \( G \) that is symmetric about 0. If the contaminants occur independently and \( e \) is the probability of a contaminant on any given run then, in an obvious notation,

\[
F = (1 - e)N(0, \sigma^2) + eG. \tag{4.15}
\]

M estimation is commonly recommended as an omnibus method for downweighting the cases that correspond to realizations in the tails of \( G \).

The above formulation represents a conceptual, nonparametric basis for motivating the use of robust regression rather than a specific model for estimation, since \( G \) is not usually specified. It also reflects a concern for global weaknesses in the normal model and is clearly a method of accommodation. It is also worth noting that under this formulation contaminants are modeled by modifying the error structure of (4.1), while the mean-shift model is obtained by modifying the mean structure of (4.1). As a result, and in contrast to the mean-shift model, contaminants under (4.15) do furnish information, albeit less reliable, about \( \beta \).

It is possible to construct methods, as byproducts of using \( M \) estimation to accommodate contaminants, for the identification of outliers. When robust regression is viewed as iteratively reweighted least squares (see, for example, Holland and Welsch 1977), the weight from the final iteration may be used to identify cases for further study: the cases with the smaller weights receive the most attention. Also, the residuals from a robust fit can be inspected for anomalies in much the same way as the residuals from a least squares fit. These methods have not, however, been developed to the point where significance tests are available.

Andrews (1974) and more recently Carroll (1980) give examples of the use of robust regression when contaminants are likely to be present, and they contrast their results with those obtained by other authors using different methods. Prescott (1980) provides a selective review and examples to illustrate how robust methods can be used to detect multiple outliers. When the results from robust regression are contrasted with sequential methods based on \( Q_k(i) \), it is generally found that conclusions regarding the outliers in the data are similar and that robust regression methods are much easier to apply, thus more suitable as routine diagnostic techniques.

Alternative Models. A number of specific alternative models for dealing with outliers in normal linear models have been proposed. Some of these reflect unique circumstances and are not suitable for general application, while others have been suggested as competitors to the mean-shift model.

Elashoff (1972) described a quadratic model for the accommodation of outliers in simple linear regression. The error distribution for Elashoff's model is given by

\[
G = N[c(\mathbf{x} - \mathbf{x}_{\text{min}})^2, \sigma^2], \tag{4.15}
\]

where \( \mathbf{x}_{\text{min}} \) is the smallest value of the explanatory variable and the parameter \( c \), the slope \( \beta_1 \), the intercept \( \beta_0 \), and \( \sigma^2 \) are unknown. The mixing parameter \( e \) was assumed known on the grounds that accurate estimation is difficult and that the results are insensitive to the choice of \( e \) in any "reasonable range." Elashoff investigated the small-sample properties of the maximum likelihood estimators of \( \beta_0, \beta_1, c \), and \( \sigma^2 \) but did not give specific recommendations for the identification of the contaminants.
Aitkin and Wilson (1980) suggest that an adequate treatment of outliers can be based on mixture models of the form given at (4.15) by allowing $G$ to consist of several normal components with possibly different means and variances, $G = \sum_{j=1}^{m} \delta_j N(\mu_j, \sigma_j^2)$, where $0 \leq \delta_j \leq 1$ and $\sum \delta_j = 1$. They argue that the EM algorithm provides a relatively simple way to obtain maximum likelihood estimates and that outlier identification can be based on the posterior probability that the $i$th case comes from the $j$th component, $j = 0, 1, 2, \ldots, m$. To illustrate their methodology they analyze Brownlee's stack loss data with mixture models having one to five components with equal variances but unequal means. Their example clearly shows that the results can depend critically on the number $m$ of components used in the model. Likelihood-ratio tests for the number of components may be useful, but it seems to us that this approach basically replaces the problem of choosing $k$ in the unlabeled mean-shift model with the problem of choosing $m$. Choosing $m$ will be subject to the same types of difficulties and will inevitably lead us to similar sequential procedures when $m$ is unknown. This approach will be most useful when we know that the contaminants consistently arise from a known number of sources.

Bayesian Methods. Box and Tiao (1968) were evidently the first to consider Bayesian methods for dealing with outliers in normal linear models. Their approach is based on the assumptions that the prior for $(\beta, \sigma)$ is proportional to $\sigma^{-1}$ and that the error distribution is of the form given at (4.15) with $G = N(0, \sigma_0^2 \sigma^2)$ and $\sigma_0^2 > 1$, although they provide many relevant details for a more general formulation in which $F$ is a mixture of two arbitrary distributions. The mixing parameter $\alpha$ and $\sigma_0^2$ are assumed fixed.

Let $p_i(\beta | Y)$ denote the posterior distribution of $\beta$ given that the cases indexed by $i$ are contaminants (that is, are realizations from the $N(0, \sigma_0^2 \sigma^2)$ component) and let $p_0(\beta | Y)$ denote the posterior when all cases are “good.” Box and Tiao show that $p_i(\beta | Y)$ is a $p$-dimensional multivariate $t$ distribution and that the full posterior for $\beta$ can be expressed as a weighted sum of $2^p$ distributions,

$$p(\beta | Y) = w_0 p_0(\beta | Y) + \sum_i w_i p_i(\beta | Y), \quad (4.16)$$

where the summation extends over all $2^p - 1$ combinations for $i$ and the weights $w_i$ are the posterior probabilities that the cases indexed by $i$ are the only contaminants: $w_0$ is the posterior probability of no contamination. Since the contaminants do contain information about $\beta$ in this formulation, the conditional posterior distribution $p_i(\beta | Y)$ is not the same as the posterior obtained by deleting the cases indexed by $i$, although it is essentially the same for large values of $\sigma_0^2$.

For use in practice, Box and Tiao suggest including only selected terms in the expression for $p(\beta | Y)$ and renormalizing the weights. If no contaminants are suspected only the lead term in (4.16) is relevant, and

$$p(\beta | Y) = p_0(\beta | Y); \quad \text{if at most one contaminant is suspected,}$$

$$p(\beta | Y) \propto w_0 p_0(\beta | Y) + \sum_{i=1}^{n} w_i p_i(\beta | Y);$$

if at most two contaminants are suspected we add the term $\sum_{i,j} w_{ij} p_{ij}(\beta | Y)$, and so on. In this approach the problem of specifying the number of outliers becomes the problem of choosing the number of terms for $p(\beta | Y)$. Box and Tiao argue that this can often be done on prior grounds by considering $\alpha$ and $n$. If, for example, $\alpha = .05$ and $n = 20$ we might ignore all terms where $i$ involves three or more components, since the prior probability of more than two contaminants is small. The fact that $\alpha$ and $\sigma_0^2$ need to be specified by the experimenter is annoying, but Box and Tiao suggest that some analyses will not be sensitive to this choice.

In the reduced form for $p(\beta | Y)$ the renormalized weight can be used to indicate the most likely contaminants. For large $\alpha$, the weights for at most a single contaminant are

$$w_i = \frac{c \alpha}{(1 - \alpha) \sigma^{1/2}} (1 - \alpha)^{-1/2} \times (1 - \sigma_i/(n - p))^{-(n - p)/2} + O(\sigma^{-2}), \quad (4.17)$$

where $c$ is chosen so that the weights sum to one. The important point is that the case with the highest posterior probability of being a contaminant does not in general correspond to $r_i^2_m$; see also Cook, Holschuh, and Weisberg (1982).

Continuing the work of Guttman (1973a), Guttman, Dutter, and Freeman (1978) develop an alternative to the Box-Tiao approach. Recall that in the Box-Tiao formulation the number of contaminants is a binomial $(n, \alpha)$ random variable and the associated errors are assumed to arise from a $N(0, \alpha^2 \sigma^2)$ distribution. In contrast, Guttman, Freeman, and Dutter condition on the number of contaminants $k$ and adopt the mean-shift model (4.2). The marginal posterior $q(\beta | Y, k)$ for $\beta$ is derived under the assumptions that the prior for the parameters $(\beta, \gamma, \sigma)$ of the mean-shift model given at (4.2) is proportional to $\sigma^{-1}$ and that all $\{\beta\}$ subsets of cases are equally likely to contain the $k$ contaminants. This model is a direct Bayesian analog of the frequentist approach discussed in Section 4.1. As in the Box-Tiao approach, $q(\beta | Y, k)$ can be written as a convex combination of multivariate Student's $t$ distributions,

$$q(\beta | Y, k) = \sum_{i=1}^{k} w_i q_i(\beta | Y), \quad (4.18)$$
where the summation extends over all \(q\) indices containing \(k\) components, and \(q_i\) is the posterior obtained by deleting the cases indexed by \(i\) and assuming no contaminants in the remaining data. Thus, \(q\) is simply a convex combination of reduced data posteriors.

The weights can be written informatively as

\[
w_i \propto \left[ e^T e - Q_i(0) \right]^{-(n-p-k)/2} |I - V_i|^{-1/2},
\]

which, when \(k = 1\), reduces to

\[
q_i \propto \left[ 1 - r_i^2/(n - p) \right]^{-(n-p-1)/2} (1 - v_i)_{1/2}^{1/2}.
\]

The weights in (4.20) are essentially the same as those obtained in the Box-Tiao approach when \(a^2\) is large (see eq. (4.17)). Again we see that the subset \(i\) most likely to contain the \(k\) contaminants will not in general equal the corresponding subset \(i\) from the frequentist approach discussed in Section 4.1, although when \(n\) is large and \(V\) is well behaved the factor involving \(Q_i(0)\) in (4.19) will dominate \(w_i\) and we can expect to have \(i = i\). In small data sets the results can be quite different.

Guttman, Dutter, and Freeman (1978) suggest basing the choice of \(k\) on the traces of the covariance matrices of \(q(\beta,y,k)\) for \(k = 0, 1, 2, \ldots, k_y\). The smallest trace correspond to the most likely (in some sense) value of \(k\). The value of this procedure is unclear.

Abraham and Box (1978) apply the ideas set forth by Box and Tiao to the mean-shift model, subject to the constraint that all contaminants come from the same population so that \(y = y_1\). Assuming that the prior for \((\beta, y, \sigma)\) is proportional to \(\sigma^{-1}\) and that the contaminants arise independently with fixed probability \(\alpha\), the marginal posterior is again a convex combination of multivariate Student's \(t\) distributions of the form given at (4.16). Apart from factors that do not depend on \(i\), the posterior probability that the \(i\)th case is the only contaminant is given by (4.20).

In the approaches of Box and Tiao (1968) and Abraham and Box (1978), the contaminants do contain information about \(\beta\), in the sense that the posteriors for \(\beta\) obtained by conditioning on \(i\) are not the same as the reduced posterior obtained by discarding the cases indexed by \(i\) and assuming that the remaining cases are "good." In the approach of Guttman, Dutter, and Freeman the contaminants contain no information about \(\beta\) since the conditional and reduced posteriors are the same. Each of these approaches can be regarded as a method of accommodation based on the appropriate posterior distribution for \(\beta\), or a method of identification based on the posterior probability \(w_i\) that \(i\) indexes the contaminants.

There are a number of ways in which these methods might be extended. For example, the formulation by

Guttman, Dutter, and Freeman could be usefully modified by allowing \(k\) to be a binomial \((x, n)\) random variable and perhaps adopting a prior for \(x\) as well. These ideas, as well as many others, are set forth in unpublished technical reports by Bailey and Box (1980a, b), who describe the following general paradigm for dealing with outliers: Let \(M\) be a generic symbol for the model, and let \(M_1, M_2, M_3\) denote the models that are formulated conditionally on \(i, k,\) and \(\alpha\), respectively. Then

\[
M_1 \subset M_2 \subset M_3 \subset M,
\]

where \(M\) denotes the most general model obtained by adopting a prior for \(\alpha\) that reflect the experimenter's attitude about the possibility of contaminants. Bailey and Box pass (a) from \(M_1\) to \(M_2\) by assigning equal prior probabilities to all \(q\) subsets. (b) from \(M_2\) to \(M_3\) by assuming that \(k\) has a binomial \((x, n)\) prior, and (c) from \(M_3\) to \(M\) by assuming that \(\alpha\) has a beta density. The approach of Guttman, Dutter, and Freeman (1978) is in terms of \(M_1\), while Box and Tiao (1968) and Abraham and Box (1978) work in terms of \(M_2\). Bailey and Box (1980a) give the relevant details for methods based on \(M\), but there are too many of these to allow discussion of them here. The general inference pattern is, however, similar to that discussed above. One important point is that, in contrast to most other suggestions, the general approach of Bailey and Box does provide a firm rational basis for inference about \(k\).

### 4.4 Influential Cases

When a few outlying cases have been identified, a useful bit of practical advice that is often offered (see, for example, Kruskal 1960 and Snedecor and Cochran 1967) is to remove the cases in question and reanalyze the data. If the important aspects of the analysis are essentially unchanged, there is no reason to worry about the outliers, unless, of course, identifying cases for further study is important. On the other hand, if the analyses differ considerably, the conclusions will hinge on the assumptions, prior information, and method of analysis. In recent years more direct approaches to the study of influential cases have been taken. The results of these studies enable the investigator to obtain a better understanding of the structure of a problem in terms of the contributions of individual cases or of groups of cases than is available from the usual methods. There is now a considerable literature on influential cases and many references are given in the Introduction. Here we give a brief account of a few central developments.

The basic idea behind the study of influential cases is to monitor the changes in a selected phase of the analysis as individual cases or groups of cases are in turn removed from the data. If \(\beta\) is of primary interest,
implementation of this idea amounts to comparing \( \hat{b} \) to \( \hat{b}_{10} \) as \( i \) varies over the \( \binom{k}{i} \) subsets of size \( k \). In particular, it will generally be sufficient to consider the differences \( \hat{b} - \hat{b}_{10} \). A more revealing development can be based on various empirical versions of the influence curve as in Cook and Weisberg (1982), but for present purposes a heuristic approach will suffice.

One immediate difficulty is that \( \hat{b} - \hat{b}_{10} \) is a \( p \) vector and a routine inspection of \( \binom{k}{i} \) such vectors is clearly not possible. A useful solution is to measure the distance \( D_j(M, c) \) between \( \hat{b} \) and \( \hat{b}_{10} \) relative to a selected positive semidefinite inner-product matrix \( M \) and a positive scale factor \( c \),

\[
D_j(M, c) = (\hat{b} - \hat{b}_{10})^T M (\hat{b} - \hat{b}_{10})/c
\]  

(4.22)

This class of norms is used to measure the influence of the cases indexed by \( i \) on \( \hat{b} \) and not as the basis for significance tests, but see Dempster and Gasko-Green (1981). The matrix \( M \) and \( c \) can be chosen to reflect specific concerns. There is considerable flexibility in these choices, and most of the proposed influence measures can be written in the form of (4.22), particularly if we allow \( M \) and \( c \) to depend on \( i \). Such a dependence does not, however, seem desirable: any reasonable norm should allow the individual cases to be unambiguously ordered on the basis of influence. Such an ordering may not be possible when \( M \) and/or \( c \) depend on \( i \); for the metric to use \( \hat{b} \) to \( \hat{b}_{10} \) will vary with \( i \). At the very least, such pseudo-orderings must be interpreted with great care. The norm suggested by Belsley, Kuh, and Welsch (1980) is equivalent to \( D_j(X'X, \rho \hat{\sigma}^2) \) and thus the metric for this influence measure does depend on \( i \).

A useful measure of influence for \( \hat{b} \) is obtained by setting \( M = X'X \) and \( c = \rho \hat{\sigma}^2 \) (Cook 1977,1979) to yield, after some algebra,

\[
D_i = D_i(X'X, \rho \hat{\sigma}^2) = \frac{r_i^2}{p} \left( \frac{v_{ii}}{1 - v_{ii}} \right). 
\]  

(4.23)

This and related distance measures have a variety of useful interpretations, as discussed in Cook and Weisberg (1980,1982). In particular, when \( D_i \) is compared to the percentage points of an \( F \) distribution with \( p \) and \( n-p \) degrees of freedom, the corresponding "\( p \) value" gives the level of the smallest confidence ellipsoid based on the full data that contains \( \hat{b}_{10} \). Any two cases \( i \) and \( j \) for which \( \hat{b}_{ij} \) and \( \hat{b}_{ij} \) falling on the edge of the same full-data confidence ellipsoid will thus be judged equally influential. If one desires, a robust estimator of \( \hat{\sigma}^2 \) can be used in place of \( \hat{\sigma}^2 \).

From expression (4.23) it is clear that outlying cases (\( r_i^2 \) large) need not be influential if \( v_{ii} \) is sufficiently small. This can happen, for example, if the corresponding \( x_i \) lies near the average \( x \) of the rows of \( X \). Conversely, a nonoutlying case may be highly influential if \( v_{ii} \) is sufficiently large (the corresponding \( x_i \) lies far from \( x \)). This fundamental interaction between \( r_i^2 \) and \( v_{ii} \) is characteristic of all of the ways that have been proposed for measuring the influence of a single case on \( \hat{b} \) and, interestingly, is also characteristic of the Bayesian approaches to outlier identification (see eqs. (4.17) and (4.20)) but not of the frequentist approaches.

The notion of confidence ellipsoid displacement that characterizes \( D_i \) can be used to construct a useful influence measure for \( (\hat{b}, \hat{\sigma}^2) \). The idea is to use the contours of the full-sample log-likelihood to measure the distance between \( (\hat{b}, \hat{\sigma}^2) \) and \( (\hat{b}_{10}, \hat{\sigma}_{10}^2) \). The resulting likelihood distance is (see Cook and Weisberg 1982, for details)

\[
LD_i(\hat{b}, \hat{\sigma}^2) = n \log \left[ \frac{\left( \frac{n}{n-1} \right) \left( \frac{1}{F_i(i) + n - p - 1} \right) + \frac{1}{(n-1) F_i(i)} - 1,}{1 - v_{ii}} \right],
\]  

(4.24)

where \( F_i(i) \) is defined at (4.10). This measure can be compared to the chi-squared distribution with \( p + 1 \) degrees of freedom for calibration, just as \( D_i \) is compared to the \( F \) distribution. The corresponding likelihood distance for \( \hat{b} \) alone is \( LD_i(\hat{b}) = n \log \left[ (p D_i / (n - p + 1)) \right] \), which is monotonic in, and thus equivalent to, \( D_i \).

Andrews and Pregibon (1978) suggested using the ratio

\[
R_i = \frac{(n - p - k) \hat{\sigma}_{10}^2 |X_{10}'X_{10}|}{(n - p) \hat{\sigma}^2 |X'X|}
\]  

(4.25)

for identifying subsets of \( k \) influential cases. Here, \( X_{10} \) is obtained by deleting the \( k \) rows indexed by \( i \) from \( X \) and \( \hat{\sigma}_{10}^2 \) is defined following (4.5). The rationale for this measure is based on the idea that the deletion of an outlier in \( Y \) will result in a marked reduction in the residual sum of squares and the deletion of a remote row of \( X \) will produce a similar change in \( |X'X| \). Thus, small values of \( R_i \) correspond to influential subsets.

Let \( X^* = (X, Y) \) be the matrix of explanatory variables augmented with \( Y \). Then (Draper and John 1981)

\[
R_i = \frac{|X_{10}'X_{10}|}{|X^*X^*|} = (1 - (Q_i(i)/e^T e))|I - V_i|
\]  

(4.26)

and, when \( k = 1 \),

\[
(1 - (r_i^2/(n-p))(1 - v_{ii})
\]  

(4.28)

Expression (4.26) shows that \( R_i \) does not give special attention to the response vector \( Y \) and thus does not exploit the full structure of the linear model. Expressions (4.27) and (4.28) are provided for comparison with \( D_i \) in (4.23) and the corresponding Bayesian statistics (4.17), (4.19), and (4.20). Draper and John
examine the relative merits of \( R_i \) and \( D_i \). They show that a case that is influential based on \( R_i \) need not be so according to \( D_i \) and vice versa, and recommend \( D_i, Q_k(i), \) and \( |1 - V_i| \) for routine use.

4.5 Remarks

There is clearly a somewhat confusing array of methods for dealing with outlying cases in normal linear models. Our experience with these methods leads to the rather weak conclusion that most of the time most of the methods will yield essentially the same results. This gives some indication that we may be on the right track, but it is of little help to investigators faced with their own unique problems.

The situation when \( k = 1 \) is the most clearcut: If prior knowledge to indicate that the possible contaminants carry information about \( (\beta, \sigma^2) \) is lacking, analyses should be based on \( r_i^2, v_i \), and some combinations thereof that measure the influence of the \( i \)th case on important phases of the analysis. The \( r_i^2 \) result from the mean-shift model, and this is essentially the only model that treats the contaminants as totally uninformative. An inspection of the \( v_i \) is important because they provide useful information about power and the relationship between \( x_i^T \) and the remaining rows of \( X \). If some of the \( v_i \) are large, the decision to accept the corresponding cases may be based on faith alone since the power at such cases will be relatively small. The reasons for studying influence should be evident. The fact that an influential case is not outlying should not decrease interest in that case. In the absence of special considerations, \( D_i \) and \( LD_i(\beta, \sigma^2) \) are preferable measures of influence.

Generally, the above methods are best regarded as useful routine diagnostics rather than as methods based on the firm conviction that \( k_u = 1 \), since such a conviction will almost always be lacking.

The situation for \( k > 1 \) is similar provided that a specific value for \( k \) or \( k_u \) can be selected on firm, well-grounded information. The analogous quantities are \( Q_k(i), (I - V_i) \) and \( D_i \) or \( LD_i \). Simulation might be used to determine percentage points, provided that the importance of the problem justifies the effort. However, the methods for \( k > 1 \) require an overwhelming commitment to the study of outliers. In our experience, the urge to "always consider the possibility of one more outlier" is often overwhelming. Indeed, the choice of \( k_u \) is usually based on computational considerations rather than on a reasonable belief that the remaining data are "clean." An easily implemented, reliable method that indicates when a deeper analysis \( (k > 1) \) is required is surely needed.

The quantities \( Q_k(i) \) and \( V_i \) are the building blocks for many of the methods discussed in this section. Computational details for these as well as many other relevant quantities can be found in Cook and Weisberg (1982) and Gentlemen (1980).

5. OTHER PROBLEM AREAS

5.1 Circular Data

For circular data, the observation most likely to be a contaminant is characterized by having the largest angular deviation from the average direction. Collett (1980) describes and compares four possible tests for a single contaminant. Two of these tests require an underlying von Mises distribution while the remaining two are based on ad hoc considerations. An investigation of the relative performance of the various tests is based on sampling from a von Mises distribution with a "mean-shift" alternative. Collett concludes that when the sample size exceeds 15 and the concentration parameter of the von Mises distribution is large, the four tests are essentially equivalent.

5.2 Discriminant Analysis

Campbell (1978) suggests using the influence function as a basis for outlier detection in discriminant analysis. He derives the theoretical and sample influence function for various statistical summaries, including Mahalanobis \( D^2 \) and the discriminant means and coefficients. Outlier detection is based on graphical displays of the sample influence functions.

5.3 Experimental Design

Box and Draper (1975) consider designs that minimize the effects of outliers on the fitted values \( \hat{Y} \) obtained by least squares estimation based on model (4.1). They show that \( \hat{Y} \) will be relatively insensitive to outliers if the \( v_i \) are as uniform as possible and suggest \( \sum v_i^2 \) as one convenient measure of uniformity. In adopting this approach, it is assumed that ordinary least squares will be used regardless of the resulting data. For example, the possibility that gross contaminants will be identified and rejected is not included as part of the criterion.

Herzberg and Andrews (1976) describe a design criterion that may be useful when outliers are identified and discarded. Let \( A \) be an \( n \times n \) diagonal matrix with \( i \)th diagonal element \( \delta_i = 0 \) if the \( i \)th case is an outlier and 1 otherwise. The \( \delta_i \) are assumed to be independent random variables with \( \Pr(\delta_i = 0) = \alpha(x_i) \). For given \( \alpha(x_i), i = 1, 2, \ldots, n \), the probability that (4.1) will be rank-deficient is \( \Pr(\|X'AX\| = 0) \) and the expected precision is \( E(\|X'AX\|^{-1/2}) \). Designs based on these criteria will be relatively insensitive to the removal of outlying cases.

Draper and Herzberg (1979) use the minimum average integrated mean squared error as a design criterion to minimize bias resulting from the presence of outliers. This approach is basically an adaptation of
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the fundamental ideas of Box and Draper (1959). It is assumed that model (4.1) will be the fitted model while the true model is some version of the mean-shift model (4.2). Draper and Herzberg derive expressions for the integrated mean squared error and examine a few typical situations in detail.

For further results on designing in the presence of outliers, see Nachtsheim (1979).

5.4 Multivariate Outliers

Techniques have been proposed to detect outliers in multivariate normal samples that are straightforward generalizations of the univariate techniques discussed in Section 3. For the detection of a single multivariate outlier, Siotani (1959) proposed the use of the generalized standardized residuals

$$X^2_{\text{max}} = \max (X_i - \bar{X})^T \Sigma^{-1} (X_i - \bar{X})$$

and

$$T^2_{\text{max}} = \max (X_i - \bar{X})^T S^-1 (X_i - \bar{X}),$$

where $\Sigma$ is the known covariance matrix and $S_e$ is an independent estimate of $\Sigma$. To test for a specified number $k$ of observations as outliers, Wilks (1963) used the ratio of the generalized distance with $k$ observations deleted to the generalized distance for all the data. Letting $S$ be the sample covariance matrix and $S(i)$ be that obtained by deleting the $k$ observations indexed by $i$, the Wilks statistic is obtained by taking the minimum of the $|S(i)|$ possible values of $R(i) = |S(i)|/|S|$. Tables of critical values were given by Wilks for one and two outliers.

The statistics suggested by Siotani and Wilks are multivariate generalizations of work of Thompson (1935), Pearson and Chandra Sekar (1936), Nair (1948), and Grubbs (1950). A multivariate extension of Dixon’s (1950) gap test was given by Rohlf (1975). He used as a test statistic the lengths of the $n - 1$ edges of the minimal spanning tree formed from data standardized by robust estimates of the standard deviation. The lengths of these edges were shown by empirical investigation to have an approximate gamma distribution.

Guttman’s (1973a) Bayesian technique for the detection of univariate outliers was extended in the same paper to multivariate samples. As in the univariate case, the posterior mean was shown to be a function of weights that indicate outlying observations.

Recently, Schwager and Margolin (1982) obtained the locally best invariant test for the multivariate mean-shift outlier model. The test procedure is an extension of Ferguson’s (1961) univariate test and uses Mardia’s multivariate sample kurtosis as a test statistic.

Two methods that have no univariate counterpart have been proposed for the detection of multivariate outliers. Andrews (1972) proposed plotting, for each data point $X^T = (X_1, X_2, \ldots, X_n)$, the function $f(t) = X_1 \sqrt{2} + X_i \sin (t) + X_i \cos (t) + X_i \sin (2t) + X_i \cos (2t) + \ldots$ over the range $-\pi < t < \pi$. These plots are used both for the detection of outliers and for cluster analysis. Hawkins (1974) suggested that principal components be used to detect errors in multivariate data. Under the assumption that an independent estimate of the covariance matrix is available, he computed the transformation $Z = FX$, where $F$ is the matrix of normalized principal-component weights. A particular data vector $X$, which is independent of $S_e$, is judged as outlying if selected elements of $Z$ are sufficiently large.

Many of the above procedures were suggested or reviewed by Gnanadesikan and Kettenring (1972). They gave heuristic arguments for the use of probability plots and principal-components analysis for the detection of multivariate outliers. They also encouraged the use of many test procedures for the discovery of multivariate outliers since “the complexity of the multivariate case suggests that it would be fruitless to search for a truly omnibus outlier protection procedure.”

The development of large computers has certainly facilitated the analysis of multivariate data. We expect that some of the most fruitful work in the area of outliers will be in the multivariate setting. Procedures that are free from masking and swamping for testing multivariate outliers need to be developed.

For robust estimation in the multivariate cases, see Maronna (1976) and Campbell (1980).

5.5 Generalized Linear Models

Let $Y_1, \ldots, Y_n$ be independent random variables such that $Y_i$ has density or probability function

$$f_i(y | x_i^T \beta), \quad i = 1, 2, \ldots, n,$$

where $x_i^T$ is a known $p$-vector of explanatory variables, $i = 1, 2, \ldots, n$, and $\beta$ is an unknown parameter vector. For exponential families, the usual problems of estimation and testing in this class of generalized linear models have been considered by Nelder and Wedderburn (1972) and Wedderburn (1976), but very little has been done on the problem of outliers. One difficulty is that the errors are not, in general, additive. One way to proceed, however, is based on the argument that any $y_i$ can be regarded as a realization from $f_i(y | x_i^T \beta)$ for some $x_i$, so that the effective cause of a contaminant is an error in $x_i$. The labeled model that includes the $i$th case as a possible contaminant can now be represented as (see the discussion following (4.2))

$$f_j(y | x_i^T \beta + u_j), \quad j = 1, 2, \ldots, n,$$

where $u_j = 1$ if $j = i$ and $u_j = 0$ otherwise. The maxi-
maximum likelihood estimator $\hat{\beta}_{(i)}$ of $\beta$ under (5.2) is the
same as that obtained from (5.1) after deleting the $i$th
case; the ML estimator of $\gamma$ is then determined as the
solution to

$$l_i(x_i^T \hat{\beta}_{(i)} + \gamma) = 0,$$  \hspace{1cm} (5.3)

where $l_i = (\partial / \partial a_i) \log f_i(y | a_i)$. Tests of the hypothesis
$\gamma = 0$ can be constructed using the usual likelihood
arguments, although simulation may be needed to
determine percentage points since the corresponding
large-sample results may not be sufficiently accurate.

The unlabeled version of (5.3) can be approached in the
familiar way, but the need to determine $n + 1$ ML
estimators of $\beta$, each of which may require iteration,
overshadows the usefulness of this approach. One
alternative is to base inference on the maximum of the
score test statistics (see Cox and Hinkley 1974, p. 324)
over the $n$ possible labeled models. The advantage of
the score statistic is that it can be computed from a fit
of the null model alone. This procedure should serve
well for the identification of outliers, but, again, simu-
lation may be necessary to obtain critical values.

Logistic regression is an important special case that
falls within this framework. For the logistic model,
$f_j(y | x^T \beta)$ is the binomial $B(n_j, x_j)$ probability function
with $\log [\pi_j / (1 - \pi_j)] = x_j^T \beta$. The derivative of the
log-likelihood based on the $i$th case is

$$l_i = y_i - x_i \alpha_i.$$  \hspace{1cm} (5.4)

Let $W$ denote an $n \times n$ diagonal matrix with $i$th diagonal

$$I_i = \left(\frac{\partial^2}{\partial a_i^2} \log f_i(y | a_i)\right) n_i \alpha_i (1 - \alpha_i)$$

and let $Z = (z_{ij}) = W^{1/2}X(X^TWX)^{-1}X^TW^{1/2}$, where $X$

$$= \left(\begin{array}{c} x_i^T \beta \end{array}\right)$$

is the $n \times p$ matrix with rows $x_i^T$, $i = 1, 2, \ldots, n$. Then the score test statistic for the hypothesis that $\gamma = 0$ in

$$T_i = \text{trace} (Z_i)$$

where $Z_i = \tilde{z}_i (1 - \tilde{z}_i)$.

For more general discussions of logistic regression
diagnostics, including various extensions of the influ-
ence measures discussed in Section 4.3, see Pregibon
(1979, 1981), Cook and Weisberg (1982), and Jennings
(1982).

5.6 Generalized Residuals

The ideas outlined in the previous subsection con-
stitute a useful framework for the study of outliers
when the density of $y_i$ can be parameterized in terms
of $x_i^T \beta$ alone. However, several important problems—
nonlinear regression, for example—are excluded. A
second general framework for outlier studies can be
based on the general definition of a residual developed
by Cox and Snell (1968, 1971).

Let $e_1, \ldots, e_n$ be independent, continuous random
variables with completely known densities and
assume that the $i$th response $y_i$ can be represented as

$$y_i = g_i(\theta, e_i), \quad i = 1, 2, \ldots, n,$$  \hspace{1cm} (5.5)

where the $g_i$'s are known functions that may depend
on the known values of explanatory variables. For the
usual linear model, for example, $g_i(\theta, e_i) = x_i^T \beta + \sigma e_i,$
where $\theta^T = (\beta^T, \sigma)$ and the $e_i$'s are iid $N(0, 1)$. Assum-
ing a unique solution for $e_i$, (5.5) can be rewritten as

$$e_i = h_i(\theta, y_i), \quad i = 1, 2, \ldots, n.$$  \hspace{1cm} (5.6)

Cox and Snell define the $i$th crude residual $R_i$ as

$$R_i = h_i(\tilde{X}, y_i),$$

where $\tilde{X}$ is the maximum likelihood estimator of $\theta$.

In large samples, the $R_i$'s should exhibit roughly the
same behavior as the $e_i$'s and can thus be used for
diagnostic purposes. In particular, "large" values of
$R_i$, or preferably Studentized versions thereof, serve to
indicate cases for further study. This technique is best
viewed as an omnibus method for outlier identifi-
cation, since the results will not necessarily be the
same as those based on a specific alternative model.

b.7 Nonnormal Distributions

Although discordancy tests for outlying observa-
tions have been developed for almost all "ordinary"
distributions, the bulk of the nonnormal literature
pertains to the exponential and gamma distributions.
Hence, we will limit our discussion to these distri-
butions. The reader is referred to Barnett and Lewis
(1978) for tests involving other distributions.

Letting $T(x)$ be the total life time in the interval $[0, x]$ from ordered exponential samples $X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)}$, Epstein (1960a, b) showed that the statistic

$$R = (n - 1)T(X_{(1)})/T(X_{(n)} - X_{(1)})$$

has an $F(2, 2n - 2)$ distribution and can be used to test the smallest obser-
vation as outlying. Similarly, the smallest two obser-
vations can be tested by using the statistic

$$R = (n - 2)T(X_{(2)})/2T(X_{(n)} - X_{(2)}).$$

Laurent (1963) derived the distribution of $(\hat{X} -
\bar{X}_{(1)} + \bar{X}_{(n)})/\hat{X}_{(1)}$ for exponential samples. Basu
(1965) applied this statistic in the rejection of a single observation in an exponential sample. Likès (1966)
adapted Laurent's work in the derivation of Dixon's
ratio-of-gaps statistics for exponential distributions.
Kabe (1970) gave an algorithm for the efficient com-
putation of Likès's critical values. Mount and Kale
(1973) viewed outlier detection as a multiple-decision
process for stochastically ordered distributions, the
exponential being one special case. For monotone
likelihood functions they showed that $X_{(1)}$ or $X_{(n)}$ are
the appropriate test statistics. The likelihood ratio test

$$T = (X_{(n)} - X_{(1)})/nX$$

for two outlying exponential
observations is investigated by Kimber and Stevens (1981). It compares favorably with the Shapiro and Wilk (1972) W test for exponentiality when there are exactly two outliers.

Using l-estimators, Kale and Sinha (1971) gave an estimator of the exponential mean that is robust against one outlier. Sinha (1972) gave an estimator of the reliability for an exponential distribution that is also robust against a single outlier.

By assuming that there are exactly $k$ exponential outliers and a prior distribution on the unknown parameters, Kale (1976) showed that the most likely set of outliers in an exponential sample is the set of the $k$ largest order statistics. He also proposed that $k$ be determined by plots of the order statistics against their expected values as estimated by leaving out the $k$ largest observations.

Lingappaiah (1976) assumed $k$ outliers from the generalized density
\[
f(x) = bx^{a-1}e^{-bx}/\Gamma(a/b),\]
which includes the gamma, exponential, and Weibull distributions. Under the assumption that the outliers came from the above density with $\beta$ replaced by $\theta_i\beta$, he found the posterior mean of $\beta$ given an exponential prior on $\beta$ and beta priors on $\theta_i$.

Let $T_{ij} = X_{ij}/nX_i$. For gamma samples, Lewis and Fieller (1979) found the distribution of $T_{11}$ and $T_{1n}$ and the joint distribution of $T_{11}$, $T_{12}$ and $T_{n-11}$, $T_{n1}$. In addition they gave the distribution of $(X_{21} - X_{11})/(X_{1n} - X_{11})$. In an earlier paper Hawkins (1972) derived the distribution function of $T_{11}$ for the special case of the chi-squared distribution, and investigated the power of the associated test for a single outlier.

Kimber (1979), using the suggestion of Barnett and Lewis (1978, p. 88), showed that gamma samples could be transformed to approximate normality by taking the third root of the data and investigated the use of the transformed data in the maximum Studentized residual and the sample-kurtosis test statistics. Based on likelihood arguments, he also proposed the statistic
\[
Z = \left\{ny - (n - 1) \min y_i\right\} \left(n^2y - (n - 1) \sum_{i=1}^{n} y_i\right),
\]
where $y$ is the difference in the logarithm of the arithmetic mean and the geometric mean, and $y_i$ is the same difference with the $i$th observation deleted. Comparing these three statistics for samples from a $\Gamma(10, 1)$ and outliers from a $\Gamma(10, s)$, Kimber found $Z$ to be more powerful than the Studentized residual for $s < 1$ but less powerful for $s > 1$.

5.8 Time Series

Fox (1972) was evidently the first to publish a paper considering outliers in time series problems. The approach is basically an adaptation of the mean-shift model that takes into account the special structure of the problem. The process is assumed to be stationary with a known order.

Fox distinguishes between two types of outliers: Type I consists of an error that affects only a single observation, as in the mean-shift model for regression, while Type II consists of an error that affects a particular observation and all subsequent observations in the series. For the Type I outlier, Fox derives a likelihood-ratio statistic for testing that the discrepancy is zero in the labeled version of the model and uses the maximum of this statistic for the unlabeled model. Simulation is used to obtain percentage points in the latter case. For a Type II outlier only the labeled model is considered.

Abraham and Box (1979) develop a Bayesian approach to the analysis of outliers in time series. They refer to models containing Fox’s Type I and Type II outliers as the aberrant-observation and aberrant-innovation models, respectively. Their basic approach is similar to those outlined in Section 4.2.

6. DISCUSSION

When we began this article, it was suggested that we separate “the wheat from the chaff” and provide a few definite recommendations for dealing with outliers. The choice of a method is not easy and depends on one’s philosophy, the available a priori information (in both the Bayesian and the frequentist approaches), whether accommodation or identification is the major concern, and, of course, the specific goals of the analysis. The truth is that many of the methods that we have mentioned, and all of the methods that we have discussed in some detail, can have a place, depending on the investigator’s requirements.

Should we routinely subject all samples to some type of outlier procedure? Yes. In general models, for example, an inspection of the Studentized residuals, the diagonal elements of $V$, and a single-case measure of influence should be included as a routine part of the diagnostic phase of every analysis. For simple, normal samples a visual inspection of the data using, for example, normal probability plots will often be sufficient, but recall the warnings of Collett and Lewis (1976). Generally, application of such diagnostic methods will often be valuable for guiding the subsequent analysis and may indicate the need for accommodation through transformations or other revisions of the model, or the need for application of a method of robust estimation.

Should we routinely seek to reject outliers on the basis of formal tests? No. During the model-building phase of an analysis, for example, formal tests for outliers should not be used, since they require that the null model be accurate in terms of both the expecta-
tion and the distribution of errors. Formal tests should be used only for situations in which the null model is known to be accurate in the absence of contaminants and interest centers on the study of alternative phenomena. Little information is available on the performance of the usual least squares estimators in combination with rejection via formal tests. In normal linear models perhaps the most annoying problem that we have not been able to resolve to our satisfaction is how to deal with the possibility of multiple outliers when there is little relevant a priori information on the number and type of outliers, and identification is the major concern. Some recommended methods of identification arise as by-products of methods of accommodation. The weights from robust regression and the Bayesian methods, for example, fall into this category. Methods of accommodation, however, do rely on specific a priori information (symmetry in robust estimation, for example) and are developed with the properties of the resulting estimators in mind. It is not clear, at least not to us, that such formulations adequately meet the requirements for identification. In robust estimation, it is commonly recommended that the tuning constants be chosen to achieve 95 percent efficiency at the normal model. Is such a choice appropriate for identification or should a lower efficiency be chosen? Of course, we may try various values of the tuning constants and proceed in an exploratory manner. The tuning constants then play much the same role as an upper bound $k_n$ on the number of outliers, and any advantages of robust estimation for the purposes of identification are uncertain.

ACKNOWLEDGMENTS

We are grateful to Christopher Bingham, Maurice Bryson, Mark Johnson, Mike McKay, Rick Picard, Sandy Weisberg, and the editorial staff for their comments on an early revision of this manuscript. Special thanks are extended to Dixie Hanks for editorial assistance, D. Whiteman, and S. Juan.

[Received July 1982. Revised September 1982.]

REFERENCES


——— (1972), "Rejecting Outliers in Factorial Designs," Technometrics, 14, 469-478.


——— (1979), Correction to "Some Grubbs-Type Statistics for the Detection of Several Outliers" (Vol. 14, p. 583-597), Technometrics, 21, 396.


