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Improving de la Pena’s self-normalized inequalities
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1 Self-normalized uniform bounds

De la Pena (1999) and de la Penia et al. (2004, 2007, 2009) give a variety of sufficient con-
ditions for Assumption 1 to hold with equality in the scalar case in both discrete- and
continuous-time settings. They formulate their bounds for ratios involving S; in the nu-
merator and V; in the denominator, as in Theorem 1(c), and they often specify initial-time
conditions, as in Theorem 1(d). In this section we draw some direct comparisons between
Theorem 1 and their results. As a first example, consider the boundary of Theorem 1(c) for
the ratio S;/V;, strictly decreasing towards the asymptotic level s(z). In particular, at time
V; = m the boundary equals x, so Theorem 1(c) strengthens various theorems of de la Pena
(1999) and de la Pena et al. (2007) which use a constant boundary after time V;, = m [B; C
or D]. The figure below illustrates the relationship between the boundary of Theorem 1(c)
and those of de la Pena et al. As before, we give explicit results for special cases.
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Figure 1: Comparing our decreasing boundary from Theorem 1(c) to the constant boundaries
of de la Pena (1999).

Corollary 1 Let T = N and (Y;)ien be an adapted, H-valued process, or let T = (0, 00)
and (Yy)ic(o,00) be an adapted, real-valued process. Suppose (Yi) is sub-gamma with self-
normalizing process (Uy), variance process (Wy) and scale parameter ¢, and let Sy := Ymax(Y2),
Vi = Ymax (U + Wy). Then for any x,m > 0, we have
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This strengthens the final statement of Theorem 1.2B of de la Pena (1999) [B; C or D]. In
the sub-Gaussian case (obtained as ¢ — 0), the above bound simplifies to:
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This strengthens Theorem 2.1 of de la Pena et al. (2007) and Theorem 6.1 of de la Pena
(1999) [B, C or DJ.

More generally, when we normalize by a+ SV; and include an initial time condition V; > m,
Theorem 1(d) becomes the following:

Corollary 2 If Assumption 1 holds for some real-valued processes (Sy)ier and (Vy)ier, then
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For the sub-Gaussian case, let T = N and (Y;)ien be an adapted, H%-valued process, or
let T = (0,00) and (Yi)ic(o,00) be an adapted, real-valued process. Suppose (Y;) is sub-
Gaussian with self-normalizing process (U;) and variance process (Wy), and let Sy := Ymax(Y2),
Vi = Ymax(Uy + W), Then for any o, 8,m > 0, we have
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This improves the final statement in Theorem 6.2 of de la Pena (1999) [B; C or D; EJ.

A defining feature of self-normalized bounds is that they involve an intrinsic time process (V)
constructed with the squared observations themselves rather than just conditional variances
or constants. Such normalization can be found in common statistical procedures such as the
t-test. Furthermore, it allows for Gaussian-like concentration while reducing or eliminating
moment conditions.

Corollary 3 Suppose T = N and (Y;)ien is an H-valued martingale with EY;? < oo for all
teN, andlet Sy := Ymax(Y2) and either Vi := $ymax([Yile + (Y2),) 01 Vi i= 37max (Y] + 2 (Y),).
Then for any x,m > 0, we have

P (Elt eEN: ‘/}itm > x) < dexp{—2ma?}.
This strengthens the third statement in Theorem 4 of Delyon (2009) [B,D], Theorem 2.1
of Bercu € Touati (2008) [B,D,E], and an implicit self-normalized bound of Mackey et al.
(2014, Corollary 4.2) [B].



The above corollary is remarkable for the fact that it gives Gaussian-like concentration
with only the existence of second moments for the increments. If the increments have
conditionally symmetric distributions, one may instead achieve Gaussian-like concentration
without existence of any moments, as illustrated by the following example.

Example 4 (Cauchy increments) Let (AS;)ien be i.i.d. standard Cauchy random vari-
ables. Since the distribution of AS; is symmetric about zero, we earlier proved that (S;) is
sub-Gaussian with variance process Vy = [S];. Hence our corollary yields for any m,z > 0,

P (Elt eEN: [S]t% > x) < exp{—2maz?}.

The above result is new to the best of our knowledge, and we are not aware of other ways to
prove it. For another example, we give a self-normalized bound involving third rather than
second moments:

Corollary 5 Suppose T = N and (Y})ien is an He-valued martingale with E|Y;|> < oo for
allt € N, and let Sy := Ymax(Y2) and Vi := Yo (Y] + S0_ Ei 1(AY)2).  Then for any
x,m >0, we have
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where s and Y} use ¢ = 1/6. This is a uniform alternative to Corollary 2.2 of Fan et al.

(2015) [B,D].

Note the exponent in (1) is different from that in Fan et al. (2015), and neither strictly
dominates the other. Also note that, unlike the classical Bernstein bound, neither of the
above two bounds assume existence of moments of all orders.
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