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36-201INTRODUCTION TO STATISTICAL REASONING
Computer Lab Exercise—Lab #9
BasicProbability Calculations

Objectives:
1. Toreview basiccalculationsandformulasfor Probability
2. To practiceapplyingVennDiagramandJoint Probability Tablereasoningo probability problems.
3. To review thedefinitionsandmeaningof “randomvariable”.

4. Towork with “binomial distribution” calculations.
Getting Started
For theseexercises/ouwill need:

e A goodpencilanderaser(s)ink pensarenotrecommended!]

¢ A scientificor businessalculator
Part I: The Languageof Probability Calculations

All probability calculationsare basedon a few simpleideas. Theseare discussednformally in Moore
sections/.1and7.2,anddiscussednoreformally in SiegelandMorgan,Chaptef7. Hereis aquicksummary
of themainideas:

1. A randomoutcomeis the resultof ary well-specifiedprocedurethatis not completelydetermined
beforethe proceduré is performed. The samplespaces is the setof all possibleoutcomesof the
procedureAn eventA is a particularsetof outcomesyou areinterestedn. An eventoccus if oneof
theoutcomesn it occurs.

Example: If you tossa six-sideddie, the samplespacecan be written as thelist S =

{1,2,3,4,5,6} of possiblefacesthat cancomeup. Oneof the eventsin the samplespace
is theeventA = {evenfacecomesaup} which we canalsowrite as A = {2,4,6}. If we
performthis procedue and observethat face4 comesup, we say A hasoccurred, since
oneoftheoutcomesn A, namely4, occured.

2. The probability of anevent A is a numberbetween0 and 1 specifyinghow likely thateventis to
occur We write: 0 < P(A) < 1. We alsosay P(S) = P(somethinchappenefl= 1 and P((})) =
P(nothinghappenef= 0.

3. P(A) maybecalculatedasthe sumof the probabilitiesof the outcomes.

In the exampleabove if ead faceis equallylikely to comeup (probability 1/6), thenthe
eventA hasprobability P(A) =1/6 +1/6 +1/6 = 1/2.

! Somebooks like Siegel andMorgan,call the procedurghatgenerates randomoutcomea randomexperiment But | will not
usethattermsincewe have alreadyusedexperimento meansomethingelsein our course.



4.
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The complemenof the event A is written A¢; it is the eventconsistingof all outcomesotin A (so
A€ isthe“opposite”of A). Theprobabilityof A¢is P(A¢) =1 — P(A).

Theunionof two eventsA andB is thesetof all outcomesn A, orin B, or both,written AU B. The
intersectionof A andB is thesetof outcomesn both A and B, written A N B. It is theoverlapping
partin theVennDiagrambelow.

. Thegeneal “or” ruleis P(AUB) = P(A)+ P(B)— P(ANB). Thiscaneasilybeseerby equating

probabilitieswith areasn a Venndiagram:

S
AN B

#

In the calculationP(A) + P(B) the overlappingpartof A and B is countedtwice andso hasto be
Subtracteautonce.

Thedisjoint“or” rule saysthatif A andB aredisjoint (mutually exclusive; no outcomes
in AN B)thenP(AU B) = P(A) + P(B).

. Theconditionalprobability of A givenB is away of revising the probabilityof A onceyou have the

new informationthat B occured.lt is thefractionof probabilityin B thatis accountedor by A. We

write P(A|B) = %

. Thegeneal “and” rule sayshatP(ANB) = P(A)-P(B|A) [andalsoP(ANB) = P(B)-P(A|B)].

This follows from the definitionof conditionalprobability

. Two eventsA and B aresaidto beindependenif eitherP(A|B) = P(A) or P(B|A) = P(B). In

words,theinformationthat B hasoccurreddoesnt changethe probabilityof A, andvice-versa.

Theindependentand” rule saysthatif A andB areindependengventsthenP(ANB) =
P(A) - P(B).




Example: Applying the Rulesto Calculate Probabilities

We will work throughanexample to seesomeof thesetoolsin action.

Arestauant hascollecteddataonits customes’ orders andsohasestimatedempiricalproba-
bilities aboutwhathappensfter themaincourse It wasfoundthat 20% of the customes had
desserbnly, 40%had coffeeonly, and 30%hadboth dessertand coffee[use thesepercentsas
probabilitiesto answerthe questiondelow].

Question#1: Oneway to displayprobabilityinformationfor a problemlik e this is with a joint probability
table whichis like a contingeng tablewith probabilitiesinsteadof counts. Thejoint probabilitytablefor
this problemis givenbelaw. Fill in themissingcells.

Had Coffee?
No Yes Total
No 0.40
Had
Dessert?
Yes 0.20 0.30 0.50
Total 0.70 1.00

Notethatthe overall probability of having desser{with or without coffee)is 0.50 (arow total); the overall
probability of having coffee (with or without dessert)s 0.70(a columntotal).

Question#2: Below is agenericVennDiagramfor problemswith two simpleevents. Write aword or two
describingeacheventin this problem,andfill in the probabilitiesbelawn, usingthejoint probabilitytable.

EventA, in words:Had Dessert.

EventB, in words:

Y

P(B) = )

ANB

P(ANB)=_____ k
A

& Question#3:In the Venndiagram in Question2, shadein the areacorrespondingto “customer had
dessertbut not coffee”. Circle the probability of this eventin the joint probability table in Question1.




Question#4: Of the customersvho ordercoffee aftermeal,whatpercentagalsoorderdessert?

Usingthe conditionalprobabilityformulaon p. 2 of this handout:

P[ANB] _

PlA|B] = “prpr = -

As acolumnpercentin Questionl:

Question#5: Of the customersvho orderdessertwhatpercentag@lsoordercoffee?

Usingthe conditionalprobabilityformulaon p. 2 of this handout:

pBla =L [ﬁ[Q]B]

As arow percenin Questionl:

& Question#6: Did you getthe sameanswersin Question4 usingeither method? How about Question
5? Explain.

Part Il: Random Outcomesand Random Variables

Many randomoutcomesanbedescribedjualitatively or quantitatvely. Thelanguagefrandomvariables
is just anothemway of describingoutcomegquantitatvely (numerically),thatturnsout to be moreefficient
for mathcalculations.

Example: Sally Bill, Geoge and Bettinamale up a small engineeringteam. Sally males
$75,000a year Bill males$35,000,Geoge makes $100,000and Bettinamales $75,000.

For the procedue “select a person at randomfrom the team”, the samplespaceis S =
{Sally, Bill, George, Bettina} andif the outcomesare equallylikely thenead hasproba-
bility 1/4 of occurring

For theprocedue “selecta personat randomfromtheteamandched their salary” thesample
spaceis S = {35000, 75000, 100000} (only three outcomesinceonesalaryis repeated).In
thelanguage of randomvariableswewouldsay:

Let X bearandomvariablewith values35000,75000,and100000.Notethatthese
valuesareno longer equallylikely. Rather

P(X = 35000) = 1/4
P(X =75000) = 1/2 (sincetwo peoplehave this salary)
P(X = 100000) = 1/4



For eachz in thesamplespacge.g.z = 35000, z = 75000, etc.) the probabilities
P(X = x) listedabore completelydescribehepossibleoutcomef theprocedure.
Takentogethertheseprobabilitiesarecalledthe distribution of X.

Randomvariablesgive us a way of summarizingand predictingthe behaior of future replicationsof
our procedure.

In the exampleabove, suppose/ou repeat100timesthe procedue of selectinga personfrom
the teamat randomand cheding their salary Whatwould the sampleavelage of your 100
observationbe?

Sinceyou expectto seeead personabout25 times(1/4 of the 100 trials), you'd expectyour
sampleavemage to beabout

- (25)(35000) + (50)(75000) -+ (25)(100000)
100
= (1/4)(35000) + (1/2)(75000) + (1/4)(100000)

= §71,250.

Q

Notethat$71,250is the sumof eachsalarytimesits probability This formsthe basisof the definition
of theexpectedvalueof arandomvariable.

Theexpectedvalueor meanof therandomvariableX with valuesz is

p = E(X) = Sumof valuestimesprobabilities= Zx -P(X ==z)

Thegreekletter i (read:“myew”) is usedwhenwe wanta letterfor the mean but usuallywe will justtalk
aboutit andnotworry aboutthegreek.

This is just the valuethatyou expect X will benearin datathatyou gatherfrom repeatedndependent
trials of the sameprocedureln the salaryexampleabore, we calculatedE(X) = $71,250. Theexpected
valueis alsocalledthe meanof thedistribution.

You canusethe sameideato predictthe samplestandardieviation in repeatedndependentrials:

Thestandad deviation (SD) of therandomvariableX with valuesz is

o = +/Sumof squaredieviationstimesprobabilities

= Xz n?P(X =2)

Thegreeklettero (read‘sigma”) is usedwhenwe wantasingleletterfor SD. Thevarianceis justthevalue
beforetakingthesquareroot.

In the salary exampleabove thevarianceof the salaryrandomvariable X is

(1/4)(35000 — 71250)2 + (1/2)(75000 — 71250)% + (1/4)(100000 — 71250)>
= 542,187,500
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andtheSDof X is

o = /542, 187, 500 = $23, 285.

Thisis a verylarge SD, but of coursethe range of salariesfrom $35,000to $100,000is large
too.

Example: Working with Random Variables

Imaginea lotteryin which youpay $1.00for aticket. Youthenscratch a silver film off theticket
to seeif youwin a prize Oneticketin tenpays$2.00(netgain $1.00), anotherpays$.00(net
gain $4.00). Theothereighttickets pay nothing(netloss: the original $1.00you paid). If all

ticketsare equallylikely, thenead hasprobability 1/10 of occuring sowe arrive at thetable
of payofslistedin Table 1.

You Pay(—) YouWin(+) NetGainz Probability P(X = )
$1.00 $2.00 $1.00 0.10
$1.00 $5.00 $4.00 0.10
$1.00 $0.00 —$1.00 0.80

Tablel: Net Gainsfor alottery.

& Question#7: Find the expectedvalue (mean)of your netgainin this lottery.

Question#8: Describebriefly whatthis expectedvaluerepresents.



Question#9: Find the standardleviation (SD) of your netlottery gain.

& Question#10: What is the probability of getting a ticket with a net gain of at least$3.00?

Question#11: Whatis the probabilitythataticket with a netgainof lessthan$3.00?



Example: The Binomial Distrib ution [If Time Permits]

A randomvariablethat we encounterepeatedlyin opinion suneys, marketing suneys, quality and
performancestudiesgtc.,is thebinomialrandomvariable.

If aprocedurdor generatingandomoutcomess analogouso countingthenumber
X of headsn n independentlips of aloadedcoin, then

e Theprobability of Headson eachflip is denotedp.
e X (thenumberof heads)s calleda binomialrandomvariable
¢ p = X/n (thefractionof heads)s calleda binomialproportion

Theformulasfor thedistribution of a binomialrandomvariableandits meanu and
standardleviation o areasfollows:

P[X =k] = (Z) pE(1—p)"k (fork =0,1,2,...n)

Theformula

hastwo distinctparts.

e Thesymbol® (Z) " standdor “n chooset”, the binomialcoeficientfrom high-schooklgebra:

(k) = ey

This sayshow mary waysthereareto getk headsn n cointosses.

Thesymbol“n!” is read“n factorial”, whichis how mary waysto arrangen objects.In orderto make
all theformulaswork out nicely we alsodefine0! = 1, sofor example (8) =n!/(n!0!) = n!/n! = 1.

Question#12: Fill outthefollowing tableof factorials(seenext page):
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n! | Formula Value | Meaning

0! | (specialcase) 1 Numberof waysto arrange) objects
1|1 1 Numberof waysto arrangel object

20 121 2 Numberof waysto arrange2 objects
313-2-1 6 Numberof waysto arrange3 objects
41 14-3-2-1 24 Numberof waysto arrange4 objects
5! Numberof waysto arrange _ objects
6! Numberof waysto arrange__ objects
7! Numberof waysto arrange__ objects
8! Numberof waysto arrange _ objects

(Noticethat,in yourtable,n! is justn - (n — 1)!. For example,verify that8! = 8 - 7!. This sometimes
speed$andcalculationswith factorials.)
Question#13: Useyour tableto computethe following binomial coeficients:

4! . .
(Lll) =131 = . Thisis the numberof waysto getexactly 1 headsn 4 tosses.

== . Thisis thenumberof waysto getexactly 6 headsn 8 tosses.

e Theformulap®(1 — p)"* is the probability of seeingexactly k headsn n cointossesFor example,
eachof thewaysof getting6 headsn 8 tosseshasprobabilityp-p-p-p-p-p-(1—p)-(1—p) = pS(1 —p)?



Hereis anexamplethat putsthesetwo piecesogether:

You are planningto male salescalls at eightfirmstoday Asaroughappoximation,youfigure
thatead call hasa 15%chanceof resultingin a saleandthatfirmsmale their buyingdecisions
withoutconsultingead other

& Questlon#14 Find the probability of having exactly 6 salestoday. [Hint: usethe formula
( ) )*k with n = 8,k = 6,andp = 0.15.]

Question#15: Findtheprobabilityof having areallyterribledaywith nosalesatall. [Hint: Usetheformula
again;remembethatanything raisedto the zeropoweris 1].

Question#16: Whatis themeanu x andSD o x for thenumberof salesyouwill make?
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