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36-201INTRODUCTION TO STATISTICAL REASONING
Computer Lab Exercise– Lab #9

BasicProbability Calculations

Objectives:

1. To review basiccalculationsandformulasfor Probability.

2. To practiceapplyingVennDiagramandJointProbabilityTablereasoningto probabilityproblems.

3. To review thedefinitionsandmeaningof “randomvariable”.

4. To work with “binomial distribution” calculations.

Getting Started

For theseexercisesyou will need:� A goodpencilanderaser(s)[ink pensarenot recommended!]� A scientificor businesscalculator.

Part I: The Languageof Probability Calculations

All probability calculationsare basedon a few simple ideas. Theseare discussedinformally in Moore
sections7.1and7.2,anddiscussedmoreformally in SiegelandMorgan,Chapter7. Hereis aquicksummary
of themainideas:

1. A randomoutcomeis the resultof any well-specifiedprocedure,that is not completelydetermined
beforethe procedure

�
is performed.The samplespace

�
is the setof all possibleoutcomesof the

procedure.An event � is aparticularsetof outcomesyouareinterestedin. An eventoccurs if oneof
theoutcomesin it occurs.

Example: If you tossa six-sideddie, the samplespacecan be written as the list
������
	��
	��
	���	��
	����

of possiblefacesthat cancomeup. Oneof theeventsin thesamplespace
is theevent � � �

evenfacecomesup
�

which wecanalsowrite as � � ���
	���	����
. If we

performthis procedure and observethat face4 comesup, we say � hasoccurred, since
oneof theoutcomesin � , namely4, occurred.

2. The probability of an event � is a numberbetween0 and1 specifyinghow likely that event is to
occur. We write: ��������� �!� �

. We alsosay ��� � � � �"� somethinghappened� � �
and �"�$#%� ���� nothinghappened� � � .

3. ����� � maybecalculatedasthesumof theprobabilitiesof theoutcomes.

In theexampleabove, if each faceis equallylikely to comeup (probability 1/6), thenthe
event � hasprobability �"��� � � �'&
�)(*�'&
�)(*�'&
� � �'&
� .+

Somebooks,likeSiegelandMorgan,call theprocedurethatgeneratesarandomoutcomea randomexperiment. But I will not
usethattermsincewehavealreadyusedexperimentto meansomethingelsein our course.
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4. Thecomplementof theevent � is written �-, ; it is theeventconsistingof all outcomesnot in � (so� , is the“opposite”of � ). Theprobabilityof � , is �"��� , � � �/. �"���0� .
5. Theunionof two events� and 1 is thesetof all outcomesin � , or in 1 , or both,written �3241 . The

intersectionof � and 1 is thesetof outcomesin both � and 1 , written �6571 . It is theoverlapping
partin theVennDiagrambelow.

6. Thegeneral “or” rule is �����82-19� � �"���0� ( �"��19� . �����85-19� . Thiscaneasilybeseenby equating
probabilitieswith areasin aVenndiagram:

:; <=
>

�
1 ?? @ �A5B1

In thecalculation�"��� � ( �"��19� theoverlappingpartof � and 1 is countedtwice andsohasto be
subtractedoutonce.

Thedisjoint “or” rule saysthat if � and 1 aredisjoint (mutuallyexclusive; no outcomes
in �C571 ) then �"���C2719� � �"���0� ( ����14� .

7. Theconditionalprobabilityof � given 1 is a way of revising theprobabilityof � onceyou have the
new informationthat 1 occured.It is thefractionof probabilityin 1 that is accountedfor by � . We

write �����ED 19� � �����A5719��"��19� .

8. Thegeneral “and” rule saysthat �"���!5F19� � �"���0�HGI�"��1JD �0� [andalso�"���K5L19� � ����14�MGI�"���ED 19� ].
This follows from thedefinitionof conditionalprobability.

9. Two events � and 1 aresaidto be independentif either �"���ED 19� � �"���0� or �"��1JD �0� � �"��19� . In
words,theinformationthat 1 hasoccurreddoesn’t changetheprobabilityof � , andvice-versa.

Theindependent“and” rule saysthatif � and 1 areindependentevents,then �"���45N19� ������ �OG��"��19� .
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Example: Applying the Rulesto CalculateProbabilities

Wewill work throughanexample,to seesomeof thesetoolsin action.

A restaurant hascollecteddataon its customers’ orders andsohasestimatedempiricalproba-
bilities aboutwhathappensafter themaincourse. It wasfoundthat 20%of thecustomers had
dessertonly, 40%hadcoffeeonly, and30%hadbothdessertandcoffee[usethesepercentsas
probabilitiesto answerthequestionsbelow].

Question#1: Oneway to displayprobabilityinformationfor a problemlike this is with a joint probability
table, which is like a contingency tablewith probabilitiesinsteadof counts.Thejoint probabilitytablefor
thisproblemis givenbelow. Fill in themissingcells.

HadCoffee?

No Yes Total

Had
No 0.40

Dessert?
Yes 0.20 0.30 0.50

Total 0.70 1.00

Notethattheoverall probabilityof having dessert(with or without coffee) is 0.50(a row total); theoverall
probabilityof having coffee(with or withoutdessert)is 0.70(a columntotal).

Question#2: Below is a genericVennDiagramfor problemswith two simpleevents.Write a word or two
describingeacheventin thisproblem,andfill in theprobabilitiesbelow, usingthejoint probabilitytable.

Event � , in words:Had Dessert.

Event 1 , in words:

�"���0� �
�"��19� �

�"���65719� �

>1

�
�6571

P
Question#3: In the Venndiagram in Question2,shadein the areacorrespondingto “customer had

dessertbut not coffee”. Cir cle the probability of this event in the joint probability table in Question1.
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Question#4: Of thecustomerswhoordercoffeeaftermeal,whatpercentagealsoorderdessert?

Usingtheconditionalprobabilityformulaonp. 2 of thishandout:

�"Q �4D 1!R � �"Q �C571!R�"Q 1!R � �
As acolumnpercentin Question1:�

Question#5: Of thecustomerswhoorderdessert,whatpercentagealsoordercoffee?

Usingtheconditionalprobabilityformulaonp. 2 of thishandout:�"Q 1JD �SR � �"Q �C571!R�"Q �TR � �
As arow percentin Question1:�P

Question#6:Did yougetthesameanswersin Question4 usingeither method?How aboutQuestion
5? Explain.

Part II: RandomOutcomesand RandomVariables

Many randomoutcomescanbedescribedqualitatively orquantitatively. Thelanguageof randomvariables
is just anotherway of describingoutcomesquantitatively (numerically),that turnsout to bemoreefficient
for mathcalculations.

Example: Sally, Bill, George and Bettinamake up a small engineeringteam. Sally makes
$75,000a year, Bill makes$35,000,George makes$100,000andBettinamakes$75,000.

For the procedure “select a person at randomfrom the team”, the samplespaceis
�U��WV�XZY[Y]\^	O_N`[YaY$	Ob-cHdZegfZcZ	h_icHj�jg`[klX
�

and if the outcomesare equally likely theneach hasproba-
bility 1/4of occurring.

For theprocedure “selecta personat randomfromtheteamandcheck their salary” thesample
spaceis

�m� ���Z� �Z�Z� 	on
� �Z�Z� 	M� �%�Z�%�Z� � (only threeoutcomessinceonesalary is repeated).In
thelanguage of randomvariableswewouldsay:

Let p bea randomvariablewith values35000,75000,and100000.Notethatthese
valuesareno longer equallylikely. Rather,���qp � �Z� �Z�Z��� � �'&�����qp � n
� �Z�Z��� � �'&
� (sincetwo peoplehave this salary)���qp � � �Z�Z�Z�Z��� � �'&��
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For eachr in thesamplespace(e.g. r � �Z� �Z�Z� , r � n
� �Z�Z� , etc.) theprobabilities���qp � rs� listedabovecompletelydescribethepossibleoutcomesof theprocedure.
Takentogether, theseprobabilitiesarecalledthedistribution of p .

Randomvariablesgive usa way of summarizingandpredictingthebehavior of future replicationsof
ourprocedure.

In theexampleabove, supposeyourepeat100timestheprocedure of selectinga personfrom
the teamat randomand checking their salary. Whatwould the sampleaverage of your 100
observationsbe?

Sinceyou expectto seeeach personabout25 times(1/4 of the100 trials), you’d expectyour
sampleaverage to beabout

p t � �Z� �u� �Z� �Z�Z��� ( � � ���u� n
� �Z�Z��� ( � �Z� �u� � �Z�Z�Z�Z���� �Z�� � �'&�� �u� �Z� �Z�Z��� ( � �'&
� �u� n
� �Z�Z��� ( � �'&�� �u� � �Z�Z�Z�Z���� v n
�
	��Z� �xw
Notethat$71,250is thesumof eachsalarytimesits probability. This formsthebasisof thedefinition

of theexpectedvalueof a randomvariable.

Theexpectedvalueor meanof therandomvariablep with valuesr isy �*z �qp�� � Sumof valuestimesprobabilities
�|{ r�GM���qp � rs�

Thegreekletter y (read:“myew”) is usedwhenwe wanta letterfor themean,but usuallywe will just talk
aboutit andnotworry aboutthegreek.

This is just thevaluethatyou expect p will benearin datathatyou gatherfrom repeatedindependent
trials of thesameprocedure.In thesalaryexampleabove, we calculated

z �qp�� ��v n
�
	��Z� � . Theexpected
valueis alsocalledthemeanof thedistribution.

Youcanusethesameideato predictthesamplestandarddeviation in repeatedindependenttrials:

Thestandard deviation (SD)of therandomvariablep with valuesr is} � ~
Sumof squareddeviationstimesprobabilities� � { �qr . y ���H�"�qp � r^�

Thegreekletter } (read“sigma”) is usedwhenwewantasingleletterfor SD.Thevarianceis just thevalue
beforetakingthesquareroot.

In thesalaryexampleabove, thevarianceof thesalaryrandomvariable p is� �'&�� �u� �Z� �Z�Z� .�n
�M�Z� ��� � ( � �'&
� �u� n
� �Z�Z� .�n
�M�Z� ��� � ( � �'&�� �u� � �Z�Z�Z�Z� .�n
�M�Z� ��� �� �W���
	M�M�%n�	�� �Z�
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andtheSDof p is } ��~ �W���
	M�M�%n�	�� �Z� �|v �Z�
	��Z�Z� w
This is a very large SD,but of coursetherange of salariesfrom$35,000to $100,000is large
too.

Example: Working with RandomVariables

Imaginea lottery in which youpay$1.00for a ticket. Youthenscratch a silverfilm off theticket
to seeif youwin a prize. Oneticket in tenpays$2.00(netgain

v � w��Z� ), anotherpays$5.00(net
gain $4.00). Theothereight ticketspaynothing(net loss: theoriginal $1.00youpaid). If all
ticketsare equallylikely, theneach hasprobability 1/10of occuring, sowearrive at thetable
of payoffs listedin Table1.

YouPay(
.

) YouWin(
(

) NetGain r Probability �"�qp � r^�
$1.00 $2.00 $1.00 0.10

$1.00 $5.00 $4.00 0.10

$1.00 $0.00
.

$1.00 0.80

Table1: NetGainsfor a lottery.P
Question#7: Find the expectedvalue (mean)of your net gain in this lottery.

Question#8: Describebriefly whatthisexpectedvaluerepresents.
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Question#9: Find thestandarddeviation (SD)of yournetlotterygain.

P
Question#10:What is the probability of getting a ticket with a net gain of at least$3.00?

Question#11:Whatis theprobabilitythata ticket with anetgainof lessthan$3.00?
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Example: The Binomial Distribution [If Time Permits]

A randomvariablethat we encounterrepeatedlyin opinion surveys, marketing surveys, quality and
performancesstudies,etc.,is thebinomialrandomvariable.

If aprocedurefor generatingrandomoutcomesis analogousto countingthenumberp of headsin � independentflips of a loadedcoin, then� Theprobabilityof Headsoneachflip is denoted� .� p (thenumberof heads)is calledabinomialrandomvariable.���� � p & � (thefractionof heads)is calledabinomialproportion.

Theformulasfor thedistribution of abinomialrandomvariableandits meany and
standarddeviation } areasfollows:�"Q p �m� R ��� � ��� ���
� �/. �^�����l� (for

�9� � 	M�
	��
	 wHwHwu� )

ys� � �x� } � � ~ �x�O� �/. �^�yS�� � � } �� ��� ��� �N. �^��
Theformula � � ��� � � � �/. �^� ���l�

hastwo distinctparts.� Thesymbol“
� � � � ” standsfor “ � choose

�
”, thebinomialcoefficient from high-schoolalgebra:

� � �l� � ���� �a�q� . � �o�
Thissayshow many waysthereareto get

�
headsin � coin tosses.

Thesymbol“ ��� ” is read“ � factorial”,which is how many waysto arrange� objects.In orderto make

all theformulaswork outnicelywealsodefine�x� � � , sofor example
� � � � � ��� & �q�����x��� � ��� & ��� � � .

Question#12:Fill out thefollowing tableof factorials(seenext page):
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��� Formula Value Meaning�x� (specialcase)
�

Numberof waysto arrange0 objects� � � �
Numberof waysto arrange1 object� � � G � �
Numberof waysto arrange2 objects� � � G � G � �
Numberof waysto arrange3 objects� � � G � G � G � �W�
Numberof waysto arrange4 objects� � Numberof waysto arrange objects� � Numberof waysto arrange objectsn � Numberof waysto arrange objects� � Numberof waysto arrange objects

(Noticethat,in your table, ��� is just �JG
�q� .�� �o� . For example,verify that
� � � � G n � . This sometimes

speedshandcalculationswith factorials.)
Question#13:Useyour tableto computethefollowing binomialcoefficients:

� � � � � � �� � � � � . This is thenumberof waysto getexactly1 headsin 4 tosses.

� �� � � �
. This is thenumberof waysto getexactly6 headsin 8 tosses.

� Theformula � ��� �T. �^�����l� is theprobabilityof seeingexactly
�

headsin � coin tosses.For example,
eachof thewaysof getting6 headsin 8 tosseshasprobability �0Ga�0G¡� G¡�0Ga�0G¡�0Gu� �¢. �^��GH� �¢. �s� � � £
� �¢. �^� �
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Hereis anexamplethatputsthesetwo piecestogether:

Youareplanningto makesalescallsat eightfirmstoday. Asa roughapproximation,youfigure
thateach call hasa 15%chanceof resultingin a saleandthatfirmsmaketheir buyingdecisions
withoutconsultingeach other.P

Question#14:Find the probability of having exactly6 salestoday. [Hint: usethe formula� � � � � � � �T. �^� ���l� with � � � , �9� � , and � � �xw �M� .]

Question#15:Findtheprobabilityof having areallyterribledaywith nosalesatall. [Hint: Usetheformula
again;rememberthatanything raisedto thezeropower is 1].

Question#16:Whatis themeanys� andSD } � for thenumberof salesyouwill make?
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