Question#1: Whenl did this, | got

Lab #10— Partial solutions

Theory | Sample
Mean 0.50 0.41
SD 0.67 0.61

Question#2: For my 100 sample®f size5, the histogramof samplesumswith the normalcurve overlaid

lookssomethindike this:
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Thematchbetweerthe histogramandthe normalcurve isn't very good.

Question#3: Whenl did this, | got

Theory | Sample
Mean 5.00 4.68
SD 2.12 2.33

Question#4: For my 100samplef size50, the histogramof samplesumswith thenormalcune overlaid
lookssomethindike this:
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It lookslike the histogramstill exhibits someright skewing, but the matchbetweerthe histogramand
thenormalcurve is muchbetterthanatn = 5.
& Question#5: Overall,thenormalapproximatiorworkedbetterfor n = 50 thanforn = 5
& Question#6:

- P[Zg 1.42]

=
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wherel foundtheprobabilityusingthe“CDF” functionin Minitab.
Question#7: Thehistogramsf 100 sampleaveragesfor sample®f sizel, 5 and20 aredisplayedoelow.

The meansandstandardieviationsof the setsof 100 sampleaverageghat| got areasfollows (yours
will besimilarbut notidentical).

Meanof samplemeans 5.73 6.16 5.81
SD of samplemeandq SE) 4.37 1.85 1.02

& Question#8: Generallyspeaking the histogramsecomemore normalasthe samplesizeincreases.
(Note: 20isn’t really enoughfor the centrallimit theoremto “kick in"—it would have beenmoredramatic
to try asamplesizeof 50 or 100insteadof 20. But still, it seemgo beworking).

& Question#9:

X 581 _5-581
.02 —  1.02

= P[Z<-0.79]
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