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Section I: Introduction

This manual describes how to conduct a power aisalgr individual and group
randomized trials. The manual includes an ovenoéeach design, the appropriate statistical
model, and, for each, the calculation of statisfpoaver and minimum detectable effect size. The
manual also explains how to use the Optimal DeSigftware Version 3.0 for planning
adequately powered experiments. The manual isefividto 6 sections. Section 1 provides a
brief introduction to power analysis, describeswagous designs available in the software, and
describes the setup of the software. We recomnteatdisers read Section 1 first to understand
the main features of the program. Sections 2 thr@ugre stand-alone chapters that are specific
to particular research designs and outcome typggerdix A provides resources for the
Empirical Based MDES described in Section IV. ApiigrB and C are stand-alone pieces that
describe power for meta-analysis and optimal samlfdeation for two-level cluster randomized

trials.



1.0 Statistical power

Power is the probability of rejecting the null hyjpesis when a specific alternative
hypothesis is true. In a study comparing two groppsver is the chance of rejecting the null
hypothesis that the two groups share a common ptipalmean and therefore claiming that
thereis a difference between the population means ofwegroups, when in fact there is a
difference of a given magnitude. It is thus thend®aof making the correct decision, that the two
groups are different from each other. Power isdthto discussions of hypothesis testing and
significance levels, so it is important to havdemac definition of each of these terms before
proceeding. Note that in a perfectly implementedicanized experiment with correctly analyzed
data, power is the probability of discovering asaeffect of treatment when such an effect
truly exists.

In hypothesis testing, there are two hypotheseslldnypothesis and an alternative
hypothesis. In a two-treatment design, the mostrecomnull hypothesis states that there is no
difference between the population means of thertreat and control groups on the outcome of
interest. The alternative hypothesis states thattls a difference between groups. The
difference may be expressed as a positive treateffatt, a negative treatment effect, or simply
that the treatment mean is not equal to the comean. After the hypotheses are clearly stated
and the data have been collected and analyzedgskarcher must decide if there is sufficient
evidence to reject the null hypothesis.

The significance level, often denoted is the probability of rejecting the null hypotises
when it is true. This is known as a Type | errager@ Type | error occurs when the researcher
finds a significant difference between two groupat do not, in fact, differ. Suppose, however,
that the null hypothesis is indeed false. A Typertbr arises when we mistakenly retain the null

hypothesis. The probability of retaining a falsé hypothesis, often denoteg], is therefore the

Type Il error rate. In this case, the researcherlowks a significant difference. The two types of

errors are illustrated in Table 1.1.



Table 1.1

Possible errors in hypothesis testing

Do Not Reject the Null
Hypothesis

Reject the Null
Hypothesis

Null Hypothesis is True

No Error
(Probability = 1a)

Type | Error
(Probability =a)

Null Hypothesis is False

Type Il Error
(Probability = 3)

No Error
(Probability = 18)

If the null hypothesis is true (first row of Tallel), the correct decision is to retain the

null and the probability of this correct decisiofProbability (RetainH, | H, is true) = 1¢a.

With a = 005, for example, the probability is 0.95 that we wilake the correct decision of
retaining H, when it is true. The incorrect decision in thises the Type | error — rejecting the
true H,. When H,is true, this error will occur with probabilitg = 005.

On the other hand, if the null hypothesis is fgtsond row of Table 1.1) the correct
decision is to reject it. If the probability of mag this correct decision is defined as power =

Probability (RejectH, | H, is false)=- B . The incorrect decision, known as the Type Il erro
occurs with probabilitys , that is Prob(Type 1l erroi, false)=3 .

Looking at the results of a study retrospectivelg,know that a researcher who has
retainedH, (column 1 of Table 1.1) has either made a coectsion or committed a Type |l
error. In contrast, a researcher who has rejeetgqcolumn 2) has either made a correct
decision or committed a Type | error. Note thas ibgically impossible for a researcher who has
rejectedH, to have made a Type Il error. To criticize suckesearcher for designing a study

with low power in this case would be a vacuousaisitn, because a lack of power cannot

account for a decision to rejekt,. However, a researcher who retains the null hygsthmay

have committed a Type Il error and is thereforeepbally vulnerable to the criticism that the

study lacked power. Indeed, low power studies irctviH, is retained are virtually impossible

to interpret. One cannot claim a new treatmenetmbffective in a study having low power



because, by definition, such a low power study wdwve little chance of detecting a true
difference between two populations representetarstudy.

Although Type | and Type Il errors are mutually kestve, the choice ofr can affect
power. Suppose a researcher, worried about commtiType | error, sets a lower, say
a =0.001 If the null hypothesis is true, this researchérindeed be protected against a Type |

error. However, supposH, is false. Settingr very low will reduce power, equivalent to
increasing3 , the probability of a Type Il error. While keepimgmind that the choice aof

affects power, we will for simplicity assunge= 005 in the remainder of this discussion in
order to focus on sample size as a key determofgmwer.

Of course, neither type of error is desirable aedwould prefer to make the correct
decision. As a result, we want the probabilitcofrectly detecting a difference, that is, the
power, to be large. For example, if the power 80we will correctly identify a difference
between the groups with probability 0.80. Poweatgethan or equal to 0.80 is often recognized
by the research community to be sufficient, thosigime researchers seek 0.90 as a minimum.

The ability to correctly detect a difference ofiaen magnitude in the mean outcome for
the two groups is characterized by the power ofthdy. If a study is underpowered, a
practically significant true difference might godetected. The importance of designing a study
with adequate power cannot be overstated, espetiath the cost perspective. Imagine a multi-
million dollar intervention study that fails to @et an effect simply because the study did not
have sufficient power. In other words, the inteti@mmay or may not produce practically
significant effects, but the researchers are niat tmbmake this determination due to inadequate
power. One might argue that the money investetertrial was not well spent since at the end
of the study, it is still unclear whether or not ihtervention was effective.

1.1 Approaches for conducting a power analysis

In the recent literature on statistical power, @pproaches for conducting power
analyses have emerged. The first approach, whictell¢he “power determination approach,”
begins with an assumption about the effect sizentiieevention produces, and the aim is to
compute the power they will have to detect thagefvith a given sample size. For example,
suppose that a team of researchers is planninglg 81 detect the effect of a school-level
intervention aimed at improving math achievementtiod graders. They plan to randomize

schools to receive either the treatment or contimitie current protocol. Pilot studies and
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available theory suggest that a practically sigatiit effect would entail a standardized effect
size of 0.20; that is, a mean difference equivaet20 in units of the population standard
deviation of the outcome. Thus the researchers togolan the study to be able to detect an
effect of at least 0.20 standard deviation uniighls case, the effect size is already determined,
and the researchers are interested in calculdtengample size necessary to achieve power of
0.80. Of course, this process can be repeatedrimige of effect sizes.

The second approach, which we call the “effeat sigproach,” begins with a desired
level of power and the aim is to compute the minmeffect size that can be detected at that
level of power for any given sample size. This apph can, of course, be replicated at any
given level of power. Bloom (1995) defines the MD&sSthe smallest true effect that can be
detected for a specified level of power and sigatfice level for any given sample size. For
example, suppose that another team of researchsiisdying a whole school reform model.
They plan to randomize schools to either the ndarme model or current conditions. Because of
financial considerations, the team can only re@Qischools and 100 students within each
school. The sample size is set, thus the researanertrying to determine the smallest effect size
they can detect with the pre-specified sample size.

The power determination approach and the effeet@pproach represent two different
ways to conduct a power analysis. However, bothagghes yield the same conclusions. That
is, a power analysis could be conducted using egphproach and the ultimately the same
conclusions would be reached. Also, both approaalsesrequire assumptions about the
variation in the outcome. The Optimal Design sofenvallows the researcher to use either

approach for conducting the power analysis.



2.0Design options

Identifying the appropriate research design fetualy is critical because a power analysis
is specific to a particular design. That is, thguieed parameters differ depending on whether,
for example, individuals are the unit of randomi@ator clusters are the unit of randomization,
or blocking is or is not present. This section siaripes the various design options present in
Optimal Design Version 3.0. The models and notatimmespond to the HLM notation
(Raudenbush and Bryk, 2002). Specific details ahout to calculate the power for the various
designs is found in sections 2, 3, 5, and 6.

Table 2.1 includes all of the design options wtienprimary outcome is measured at the
individual level. The designs are divided into tgroups, those that randomly assign individuals,
hereafter referred to as person randomized taald,those than randomly assign clusters, or
intact groups of individuals, hereafter referreésocluster randomized trials (CRT). The first
row of the table identifies the number of levelshe study. For example, a single level trial
simply has one level, whereas a multi-site tria ba conceived as a two level trial, with
individual in sites or blocks. We can look at ro2v&rough 4 together to understand the
relationship between the level of randomizatioe, tiamber of levels, and the presence of
blocking. For the single level trial and the simpésted designs that do not include blocking, we
can see that the level of randomization is the sasitee top level in the study. For example, in a
three level cluster randomized trial (3-level CRfRigre are three levels and the top level, or
level three, is the unit of randomization. In thediked designs, the level of randomization is
immediately below the blocks, with the blocks being top level. For example, in a multi-site
cluster randomized trial (MSCRT), there are theaels, possibly students in classrooms in
schools and schools are blocks. Randomization saeithin the blocks, hence at level 2, or one
level below the blocks. This is true for all thesidms that include blocking in Table 2.1.

The next row indicates whether or not there isapigon to include a covariate in the
analysis in the software. In the cases where ar@eds available, the covariate is always at the
level of randomization, with the exception of thmrically Based MDES, which allows
covariates to be included at all levels. Includingovariate is a common way to increase the
precision of the study and thus reduce the requaaaple size, which can often help reduce the

cost of the study. The use of a covariate requirasthe following assumptions are met: 1) the



covariate has a strong linear association withotiteome, and 2) the association is similar

within each treatment condition.

The row labeled “outcome” identifies the outcomeet that the Optimal Design accepts.

For the single level trials, continuous outcomesthe only available option. Power analysis for

binary outcomes is available for three of the CRTFar three of the designs we also have

empirical estimates available within the prograrme Empirically based options are described in

Section IV. The final row provides an example & tlested structure of the data for each design.

Table 2.1

Design Options for Individual Level Outcome Measure

Person Randomized Trials Group Randomized Trials

Three-level Four-Level Cluster
Two-Level Three-level Multi-site  Multi-site  Randomize
Repeated  Cluster Cluster Cluster Cluster  Trial with
Singledevel Multi-site (or Measures Randomized Randomize(Randomize(Randomizet Repeated
Trial blocked) Trial  Trial Trial Trial Trial® Trial Measures
Number of
Levels 1 2 2 2 3 3 4 3
Level of
o 1 1 2 2 3 2 3 3
Randomization
Blocking? No Yes No No No Yes Yes No
Covariate? Yes Yes No Yes Yed Yed Yes No
) _ ) Continuous Continuous Continuous ) _
Outcome type Continuous Continuous Continuous ) ) Continuous Continuous
Binary Binary Binary
Empirical
Estimates No No No Ye$ No Yed Yed No
Available
Students,
Students, Repeated
Repeated Students, Classroom,
Students, Students, Classrooms measures f¢
Example Students measures Classrooms Schools,
Schools Schools Schools o students,
for students Schools Districts
(blocks) schools
(blocks)

2 Option available for the continuous case ohigovariates also allowed at lower levels.
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The second set of design options available irstiievare includes designs in which the
primary interest is in a group-level measure irgtefan individual level measure. For example,
a measure of classroom quality might be the prinoatgome. We shall assume, however, that
the group-level outcome is measured imperfectlyt ihy with reliability less than 1.0. In this
case measurement error variance “adds a levelig@malysis (see Raudenbush and Bryk
(2000), Chapter 11. Table 2.2 presents these aptildrese designs look similar to those in
Table 2.1 as far as the first four rows of thed¢aBilhe main difference is that the outcome of
interest is measured at the group level rather themdividual. This is evident by the absence
of the individual in the examples of nesting in réwf Table 2.2.

Table 2.2

Design Options for Group Level Outcome Measures

2-level cluster 3-level cluster randomized Multi-site cluster

randomized trial trial randomized trial
Number of
Levels 2 3 3
Level of
Randomization 2 3 2
Blocking? No No Yes
Covariate? No Yes No
Outcome type Continuous Continuous Continuous

Classrooms Classrooms

Example Classrooms Schools Schools

Tables 2.1 and 2.2 identify the designs availabtbe OD software. One major design
difference that emerges across the tables is wheth®ot a trial includes blocking. Although we
leave the specific details of each design to Sestibthrough 5, we discuss the rationale for
blocking since it applies across all the blockeslgles identified in Tables 2.1 and 2.2.
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2.1 Blocking

Blocking is a commonly used in experimental desggimprove the face validity and/or
to improve the precision and power of the experitalestudy. For person randomized trials, the
basic idea of pre-randomization blocking is to fsitgs or blocks where individuals within the
sites are very similar with respect to the outcaagable. One then randomly assigns persons to
treatments within each block. Variation betweerck$odoes not affect the standard error of the
treatment effect estimate; if such variation igérblocking will increase statistical power. The
same idea extends to cluster randomized trials; tifwe aim is to find blocks where clusters are
similar with respect to the outcome variable. Tleduces the heterogeneity within blocks,
increasing the precision of the treatment effetitree, hence increasing the power of the test
for the main effect of treatment. Researchers aftgard the blocks as “sites,” so that a cluster
randomized trial with blocking is often defineda$multi-site cluster randomized trial,” and we
shall use that language as well.

To illustrate in the case of a cluster randomized, imagine that researchers develop a
new reading program for elementary school stud&desknow that the percent of students with
free/reduced lunch is related to school mean regathievement. We might therefore assign the
school to “blocks” that are similar percent witedrand reduced lunch. Within each block, we
randomize schools to receive the new reading prnognathe regular program. This reduces the
variance in the estimate of the treatment effectibse by dividing schools into blocks we are
able to remove the between-block variance fromether variance. If the between-block
component is large, removing it greatly increabesprecision of the estimate. Another example
arises because schools are naturally grouped vathool districts. The districts are then blocks
or sites, and the randomization occurs within aitsr

We define designs that block before randomizingali-site randomized trials. In
essence, they are single level trials or clustedeenized trials that are being replicated within
each site. Replication across sites allows ustimate an effect size for each site. Thus we are
able to estimate the variability of the treatmdfect across sites.

In many cases, the sites will be regarded as rahdsampled from a larger universe or
“population” of possible sites. The larger univeisg¢he target of generalization. For example, if

schools are sampled and then classrooms are agsigremdom to treatments within schools,
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the target of any generalizations will often be ldrger universe of schools from which schools
in the study are regarded as a representative sampl

In other cases, the sites will be regarded aslfig@nsider a program designed to teach
students about the dangers of drugs. The outconmtbdastudy is students’ attitude towards
drugs, which is measured by a questionnaire. Téearehers hypothesize that the school setting
- suburban, urban, or rural - affects student&uake towards drugs. Thus they want to block on
the setting. In this case, suburban, urban, arad ane not regarded as sampled from a population
of settings, but rather as fixed blocks or sitefiethier we view sites as fixed or random affects

the data analysis and planning for adequate paweetect the treatment effect.
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3.0Layout of the Optimal Design Software

This chapter describes the setup of the softwgeetion 3.1 describes how to navigate
through the mainscreen of OD. Section 3.2 desctiteefayout of each module. A concluding
section highlights the underlying assumptions agbftware.

3.1 Navigating the main screen
The blank screen in the Optimal Design is dispdayeFigure 3.1.

B Optimal Design Plus Emprical Evidence. | =

File Design Empirically Based MDES Help

Optimal Design Plus Emprical Evidence
To begin, please click on Design or Empirically Based MDES

Figure 3.1 Initial blank screen.
Clicking on the file option reveals the preferenagad the exit options. The preferences allow the
user to select black and white or color for thepgsaon the screen and any saved graphs. Also,

the user can select to integer or continuous valnese horizontal axisFigure 3.2 displays the

preferences screen.

x
Screen graphe—————————— Saved graphs
i+ oo  Color
" Black and‘White  Black and Whits
¥ Print continuous horizontal axis

Figure 3.2 Preferences.
The help option provides the user with resourcesantact information for the Optimal

Design authors.

! Clicking along the trajectory is not an exact noetlfor obtaining the power for a study. It giveseay close
estimate. Selecting continuous values may helpslee find a more exact value. R code is availaptmuequest
for users interested in the exact power.
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There are two primary menu options: Design and iiogtly Based MDES. The Design
option displays graphical output for all of the iges described in Tables 2.1 and 2.2. The user is
required to enter her own design parameters to Eefhe power analysis. The Empirically
Based MDES displays tabular output. This optioovad the user to access empirically based
values for the design parameters for continuousomaés. Currently this option is available for
the 2-level CRT, the MSCRT with Treatment at Le¥ehnd the MSCRT with Treatment at
Level 3. We discuss the Empirically Based MDES ettn 4. The remainder of this section
describes the options under the design tab.

Clicking on the design tab brings up four options:

Design

Person randomized trial

Cluster randomized trial with person-level outesm

Cluster randomized trial with cluster-level outeces

Meta-analysis
We focus on the first three choices, however, thegy for a meta-analysis is discussed in
Appendix B. The first three choices, person ranaeahitrials, cluster randomized trials with
person-level outcomes, and cluster randomizedstwith cluster-level outcomes, correspond to
the main design options defined in Chapter 2. Witkach type, there are various design choices
as identified in Tables 2.1 and 2.2. The speciétads for each design option are included in
Sections 2, 3, 5, and 6. However, each module immesimilarly and section 3.2 describes the
general layout of each module.
3.2 General layout

The OD is setup to encourage the user to havairgefined the design prior to running
power calculations. That is, the user must navigateugh a series of design prompts prior to
reaching the screen which enables him to condpotnger analysis. The first thing the user must
determine is whether the trial is a person randethtrials, a cluster randomized trial with
individual outcomes, or a cluster randomized tigh group-level outcomes. We discuss each
option separately.

Person Randomized Trials
Placing the mouse over the heading person ranaahtiials reveals three options:

Person Randomized Trial

14



Single level trial
Multi-site (or blocked) trials
Repeated measures
The design choices correspond to those in Tablar®&dlthe user must select the appropriate
design at this stage. After selecting a designitaan menu for the design will appear. The menu
for each design varies slightly depending on tregieand is described in detail in the individual
design chapters.
Cluster Randomized Trials with person-level outceme
Placing the mouse over the heading cluster rarmkahtrials with person-level outcomes
reveals two options:
Cluster Randomized Trials with person-level outesm
Cluster randomized trials
Multi-site (or blocked) cluster randomized trials
After clicking on either a cluster randomized tialblocked trial, the user is asked to specify the
level of treatment. After selecting the level adatment, the main menu for the design appears.
Cluster Randomized Trials with group-level outcomes
Placing the mouse over the heading cluster rarckahtrials with group-level outcomes
reveals two options:
Cluster Randomized Trials with group-level outceme
Cluster randomized trials
Multi-site (or blocked) cluster randomized trials
Similar to the CRT for person-level outcomes, teerus prompted to decide either a cluster
randomized trial or a blocked trial. Selecting ba tluster randomized trial forces the user to
select either treatment at level 2 or 3 in ordegriter the main menu for a design. There is only
one option for the blocked trial, treatment at I;eand once selected, the user enters the main
menu.
3.3 Power or MDES on y-axis
After navigating through the prompts to the appiadp design, the user must select a
display option. The two primary choices are eithewer on the y-axis or MDES on the y-axis.

For either of these options, the main menu for ekesdign is very similar. Figure 3.3 displays the
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main menu for a person randomized tralSingle level triak> Power on y-axis> Power vs.

total number of people.

i
Fle Design Working Help

RI-IET
| [mefenfss] ke velme| @ o] x|

Figure 3.3. Main menu for a person randomized trial.

The buttons that appear at the top of the scregnfeaeach design depending on the parameters

that are required for a power analysis. However gdneral layout is the same. The title appears

at the top, in this case, Power vs. total numbgreaiple N). This indicates that the power will

be on the y-axis and the total number of peopléwaity along the x-axis. Below is an

explanation of the buttons that appear below the ti

a Is the significance level, or Type | error ratg. default, it is set to 0.05. It can be
changed by clicking on it and changing the value.

8, R are the design parameters required for conduetipgwer analysis. For other
designs, other parameters may be required. Ties¢ {parameters, the user
simply clicks on the button and sets the value. dilmaber of options for each

parameter varies from 1 to 3.

< X< controls the minimum and maximum values on th&ig-arhe minimum and
maximum values can be changed by clicking thisdoutt
<Y< controls the minimum and maximum values on theig-8y default, the y-axis

is set from 0.0 to 1.0 but can be changed by cigkin the button
Graph symbol plots the default settings.
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Leg allows the user to change the title of the is-#egend, y-axis legend, and to add a
title to the graph.

Save allows the user to save the graph. Graphsaassl as .emf files and can be
inserted into a word document using the insertupgctommand.

Print symbol prints the graph on the screen.

Defs plots the default settings.

X closes the graph and returns the user to tlggnatiscreen.

Clicking on any button automatically yields a powarve. Figure 3.4 is the default

power curve for the single level trial.

T
Fle Design Working Help

L
o8 |relsiesd o] ve|om| 3 oe| ]

—eso0T
I

43 g2 121 160 199

Total number of subjects

Figure 3.4 Default settings for single level trial.
The key appears in the upper right corner of theestand lets the user know the specified
parameters. The parameters are changed by cliokinige buttons. Clicking along the trajectory
also allows the reader to determine the power fpegific sample size.
3.4 Assumptions

There are several assumptions underlying OD.,Fosthe traditional graphical output,
we assume that all designs are balanced. For egamm@ single level trial with 60 people, we
assume that 30 people are in the treatment grodi@@iare in the control group. In some cases,
the design is purposely imbalanced or differenneduster sizes are unavoidable. We

recommend using the harmonic mean for these cakeEmpirically Based MDES allows for
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unbalanced designs. In this case, the harmonic isezaiculated within the program for further
power calculations.

A second assumption is that there are two contititn all cases, the power is calculated
for the difference between two groups, treatmedt@mtrol. For multiple groups, we
recommend using the software to determine the p&averairwise comparisons.

A third assumption is that the parameters ententedthe software are reasonable. The
OD accepts all parameter values and does not testher or not a parameter value is realistic.
Pilot data and literature reviews are the most @gmpate methods for obtaining reasonable
parameters to use for a power analysis. The defalues are simply default values and do not
apply to any particular study. The data availabline Empirically Based MDES is not
applicable for all studies and should be carefatigsidered before using it for power

calculations.
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Section II: Optimal Design for person randomized tials

Optimal Design for person randomized trials inelsitrials where individuals are
randomly assigned to the treatment or control deyrdi There are three types of designs in this
category. Briefly, single level trials are trialgth no blocking or clustering. That is, individsal
are randomly assigned to either the treatmenteoctimtrol group. Multi-site (or blocked) trials
are studies where individuals are randomly assignéde treatment or control within blocks.
That is, the randomization process is repeatedsadyocks or sites. The blocks may either be
intact entities such as classrooms or they mayditehrad pairs, where individuals are put into
pairs (or blocks) because they are similar witipeesto a variable that is related to the outcome.
The third option, repeated measures, are studiediich individuals are randomly assigned to
the treatment or control and then the individuaésraeasured repeatedly over time. We describe

the conceptual details and provide a “how to” gudateeach design in the following 3 chapters.
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4.0 Single level trials

Single level trials rely on the assignment of wndiials to a treatment condition. In a
single level design, we simply randomize individuia a treatment condition or control
condition. The use of random assignment assuréshthdreatment groups are comparable. First,
we examine the statistical models to see what isfibe power to detect the treatment effect.
4.1 The model

We can represent data from a single level trighwisimple one level model. The model
can be expressed as:

Yi =B+ BW +r, r ~N(©O0?) [4.1]
for

i=1,...,N persons in the study
where

Y. is the response for person

I
B,is the mean response
B, is the treatment effect

W is the treatment indicator with ¥z for treatmend a¥& for control

r. is the random error associated with each person

o?is the between persons variation.
4.2 Testing the treatment effect

We are primarily interested in the main effectretment/,, or in a balanced design,
the simple difference between the treatment antralosverages. It is estimated by:

,81 =Ye—-Yc [4.2]

where
Ye is the mean for the experimental group

Yc is the mean for the control group.

AssumingN/2 persons per cluster, the variance of the estintagatinent effect is:

20



A 2
var(g,) = 4§

Note that the variance of the treatment effectfisnation of the total sample sizd, and the

[4.3]

between-persons variance’

We can use the results of a one way analysis ddveg with a fixed effect for the
treatment. The test statistic is Rrstatistic, which compares treatment variance torefriance.

TheF statistic is defined as:

Fstatistic= MSeaimen) . [4.4]
MS

error )

As N increases without bound, tRestatistic converges to the ratio of expected nseprares,

defined as:
2 + 2 2
E(MSreatmem) - g Nzﬂl /4 :1+ Nﬂjé [45]
E(MS,,.) o 4
and can be rewritten as:
2 2
E(MSreatmenQ :1+A Whel’eﬂ = Nﬂ]é — ﬁl [46]

E(Mserror) 40 Var(ﬁl)

If the null hypothesis is true, thestatistic follows a centrd distribution with 1 degree
of freedom for the numerator ahd2 degrees of freedom for the denominator. Undectntral
F distribution, we would expect thestatistic to be approximately 1. In other wordre is no

variation between treatments g = 0and the term wittN3’ in the numerator of the expected

mean square ratio is null. We see thal i 0 the ratio of expected mean squares converges in

E(M 2
large samples teM = 0—2 =1+A=1

E(Mscluster) o
If the null hypothesis is false so that there ireatment difference, that j§, # 0, theF

statistic follows a non-centr&l distribution with 1 degree of freedom for the nuater and\-2
degrees of freedom for the denominator and nonrai@gtparameter. Then the ratio of expected
mean squares becomes the non-cehtdiktribution, characterized by a non-centrality
parameter, A , defined in Equation 4.6. Note thatcan also be expressed as the ratio of the

squared treatment effect to the variance of thenast of the treatment effect.
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The non-centrality parameter is strongly relatethtopower of the test. Adincreases,
the power increases. Looking at Equation 4.6, weseg that the non-centrality parameter is a

function ofN, o, and B,. As ¢* the variation between-persons, decreases, theewtnality

parameter will increase. As the desired effect gizencreases, the non-centrality parameter

increases. However, the problem with these twomaters is that they typically are not under
the control of the researcher. The effect sizetmtdieen-person variability are usually a
function of the phenomenon under considerationa Aessult, the most effective way for the
researcher to increase the power of the test tct#te treatment effect of a given magnitude is
to increase the total sample sike As N increases, the non-centrality parameter increases a
well.
4.3 Standardized notation

Thus far we have focused on the unstandardizeationt However, it will be easier to
think in terms of standardized units. A standardlieffect size 0, is the difference in the
population means of the two groups divided by thedard deviation of the outcome. The

standardized effect in a single level trial carekpressed as:

B
0=
/0.2

[4.7]

where

B = He — He

U is the population mean for the experimental group

MU is the population mean for the control group.
In the standardized model, we get =1 . Dividing the numerator and denominator of the-non
centrality parameter by ?.we see that we can represent the non-centralignpeter in

standardized notation simply as:

2 2 2
A= ';"312//”2 = Nf . [4.8]
g /o

This allows us to calculate the power as a funatibonly two parameters, the total sample size

and the standardized effect size.
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4.4 The model with a covariate

Choice of an effective pre-treatment predictorknas a “covariate” will reduce the
between-person variation, hence increasing thagioecof the estimate of the treatment effect.
The correlation between the covariate and the owécs denotedp, . The proportion of
variance explained by the covariate is denqmép

Equation 4.9 is the model with a covariate.

Y =By + BW + B X, +r, r ~N(O,0y) [4.9]
where

Y, is the response for person

B,is the mean response

B, is the treatment effect

W is the treatment indicator with %2 for treatmend a¥& for control

B, is the regression coefficient for the covariate

Xis the value of the covariate, centered aroungraad mean

I, is the random error associated with each personditional on the covariate

o is the between person variation conditional onctheariate, and can therefore be

regarded as the “conditional variance,” wherg = (1- o} )o*.

Note that the model now looks like the familiaabsis of covariance model. The
variance is conditional on the covariate. The sendlie conditional variance relative to the
unconditional variance, the greater the increaskamrecision of the treatment effect.

4.6 Testing the treatment effect (including a covaate)

The estimate of the treatment effect is:

ﬁlsz—Yc—,éz()_(E—;(c). [4.10]
The estimate of the treatment effect is adjustedhfe difference in the two groups on the mean
value of the covariate. THestatistic still follows a non-centr& distribution,F(1, N-3, A,) .

However, notice that the denominator degrees efiiven is one less than the case without the

covariate. The new non-centrality parameter is:
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/] - Nﬁlz - Nﬂlz )
© 4oy A0t(-py)

[4.11]

Note that the smaller the conditional variance,léinger the non-centrality parameter, and
greater the power of the test for large samplessize

In standardized notation, the non-centrality pat@mis written as:

2

L oNg N
4 A1-p2)

[4.12]

where
s=P - B
Joi  Jo?a-pz)

calculate the power of the test as a function efgioportion of explained variation in the

the conditional effect size. Using Equation 4 \i&,can

outcome by the covariate, the standardardizedtesfee, and the total sample size.
4.8 Using the Optimal Design for single level tria

The single level trial module allows the resear¢beapproach the power calculations
using either the power determination approach eeffect size approach. The module menu is
below:
Power on y-axis

Power vs. total number of people (N)

Power vs. effect size)

Power vs. explained variation by covariaté)(R
MDES on y-axis

MDES vs. total number of people (N)

MDES vs. powerR)

MDES vs. explained variation by covariatéR

The first three options present the power on tlagig-and the sample size, effect size, and
explained variance on the x-axis, respectively. 3éwond three options present the effect size on
the y-axis and the sample size, power, and explaragance on the x-axis. We present an
example below and go through the steps involvembiducting a power analysis for the

example varying the known and unknown parameters.
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4.9 Example

A team of researchers is planning to do an experineedetermine attending a charter
school compared to the local public school impraaesdemic achievement. Assume that more
students apply for admission to the charter sctiw@oi they can admit. Because of the large
number of applicants, all students enter a lotéery half of the students are randomly chosen to
receive the treatment, enrollment at the charteosic and half of the students will receive the
control condition, enrollment at the local publahsol. The researchers hypothesize that
students enrolled in the charter school will haresater achievement than the students at the
regular public schools. They plan to measure aemant using the lowa Test of Basic Skills
(ITBS). Section 4.10 presents a scenario in whiehpower determination approach for
conducting a power anlaysis is most applicabléi gtudy and provides the details of how to
do the power analysis using OD. Section 4.11 ptesescenario in which the effect size
approach for conducting a power anlaysis is mogliegble to this study and provides the
details of how to do the power analysis using OD.

4.10 Power determination approach for conducting @ower analysis

Based on pilot study results, the researchersoexpat students in the treatment group
will score 0.25 standard deviation units greatantktudents in the control group on the ITBS.
The researchers want to be able to detect thigreasment effect with power = 0.80. How many
students are required for the study? Suppose searehers decide to administer a pre-test to all
students prior to the study. Based on past liteeathey expect the pre-test to explain 64% of the
variation in the post-test scores. How many stuslard required after including the pre-test in
the design and analysis plan?

In this scenario, the total number of individuiglsinknown and the effect size for
planning is set at 0.25. Thus the most appropdatece for the power analysis is to allow the
sample size to vary on the x-axis and the powegatg on the y-axis. The steps follow.

Step 1: Select Person randomized trialsingle level trials> Power on y-axis> power vs.

total number of peopleN). The blank screen is in Figure 4.1.
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Figure 4.1. Main menu for a cluster randomized trial.
Note that the two parameters on the toolbar trateguired for calculating the power include
the effect size, and’Rthe percent of variation explained by the cover{# there is a covariate).

Step 2 Click ono. Set delta(1l) = 0.25. The power curve appearsgare 4.2.

» Optimal Design ] 3]
Fle Desgn Working Help
. Single Level Trial - Power vs. N ol x|

o[ 8 |welsufss] ] ue | | x|

—eso0T
I

43 82 121 180 199

Total number of subjects

Figure 4.2 Power curve.
Step 3: Looking at the graph, we can see that wd teextend the x-axis in order to determine
how many individuals are required to achieve pow6r80. Click on <x< and set the maximum

= 600. Figure 4.3 displays the screen.
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Figure 4.3.Power vs. total number of subjects.

Note that the key in the upper right corner shdvesd=0.25 that we specified. Clicking along
the trajectory reveals that 504 people are requoatktect an effect size of 0.25 with power =
0.80. This means 252 individuals would be randothipeboth treatment and control.

Note that Figure 4.3 does not use the informatiotmé covariate. Let’s include the covariate and
see what happens to the required sample size.

Step 4: Click on R Set r2(2) = 0.64. Figure 4.4 displays the result.

ptimal Design SIS

gggggggggg

Figure 4.4.Power vs. total number of subjects with covariate.

The key indicates that the dotted trajectory regmesthe plot for the design with the pre-test.
Clicking along the trajectory, we can see thatrtépiired sample size for power = 0.80 drops to
180, or 90 in each condition. Including the coviarigeduces the total sample size by 324

persons. This reduction may be critical for redgdime cost of the experiment.
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In this scenario, we allowed the sample size tg adong the x-axis. However, we could
also choose to allow the effect size to vary altiegx-axis (Power vs. effect size) or the
explained variation by a covariate (Power vs. expld variation by a covariate) to vary along
the x-axis and still maintaining the power on thaxys.

4.11 Effect size approach for conducting a power afysis

Suppose that the researchers have counted uptéh@amber of people that entered the
lottery and discover that there are 200 peoplewlaait to participate. All 200 people will enter
the lottery, thus 100 people will be assigned ®ttkatment and 100 people will be assigned to
the control. What is the minimum detectable eflezé (MDES) the researchers can find with
power = 0.80? Suppose the researchers decide toiatbna pre-test to all kids prior to the
study. Based on past literature, they expect thdgst to explain 64% of the variation in the
post-test scores. What is the MDES with power £9.8

In Scenario 2, the MDES is unknown and the total®a size is limited to 200. Thus the
most logical approach for conducting the power ysislis to allow the MDES to vary on the y-
axis. One option then is to select the following:

Step 1: Select Person randomized trialsingle level trials> MDES on y-axis> MDES vs.

number of peopleN). The blank screen appears in Figure 4.5.

i
Fle Design Working Help
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Figure 4.5 Main menu for person randomized trial.
The toolbar is identical to the toolbar in Figdr& except for the required design

parameters. Because the MDES is on the y-axishendample size is on the x-axis, the program
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requires that the user specify power afdtRe percent of variation explained by the covaria
To determine the MDES for power of 0.80, follow gteps below:

Step 1: Click orP. SetP(1) = 0.80.

Step 2: Click on R Set r2(2) = 0.64. Figure 4.6 displays the results

—ioix
Fle Design Working Help
151

[P |relofsd - e]uel | @[] x|

a = 0.050

F-0.80
— —Fe0a0Ri =08
E}

T R e |
5
L

43 g2 121 160 199

Total number of subjects

Figure 4.6 MDES vs. power.
Clicking along the solid trajectory reveals a MD&3.40 for 200 people whereas clicking
along the dotted trajectory reveals a MDES of 0d2£200 people, both under the constraint of
power = 0.80.

In this scenario, we allowed the total of peopledry on the x-axis. Additionally, the
power (MDES vs. power) or explained variation byozariate (MDES vs. explained variation

by a covariate) could vary along the x-axis with Ef®on the y-axis.
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5.0 Multi-site (Blocked) trials

We define a multisite or blocked trial as a twedlkedesign with students within blocks.
For example, classrooms may represent a block #@héhveach classroom, students are
randomly assigned to receive a novel treatmentcivisider power for the treatment effect, first
assuming random site effects after which we comdiged site effects.
5.1 The model (Assuming random site effects)

The model for a multi-site trial can be thoughtsfa two level hierarchical linear model.
The level-1, or individual level model is:

Yy = Boy + By X+ [5.1]
for

i =1...n persons per site

j=1,...,J sites
where

Y,

; is the response for persoat sitej

Bo; is the mean response at gite
By; is the treatment effect at sjte
X; is the treatment indicator with %2 for treatmend a¥ for control

r; is the random error associated with persansite;

o’is the between persons variation.

The level-2, or site level model is:

,30j = Voo + Ug; U ~N(0,74)

[5.2]
,311' = Vi T Uy Uy ~ N(O,7,,)

where

YoolS the grand mean

Y10iS the main effect of treatment

Uo; is the random error associated with the mean
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u,; is the random error associated with the treatmiéecte

T,,iS the variability between site means
r,, is the variability between sites on the treatnedfect

The inclusion of the random error termig, and u,; , is what defines this as a random effects

model. Our primary interest is the main effectrebtment,y,,, and the variability of the
treatment effect across sites,.

5.2 Testing the treatment effect

In a balanced design, the main effect of treatriiseestimated by:

}710 :?E_YC [5.3]

where
Ye is the mean for the experimental group

Yc is the mean for the control group.

The variance of the estimated treatment effe®&aidenbush & Liu, 2000):
r,+40%/n
-

Note that the variance of the estimated treatmiéettds a function of the number of blocks,

var(yy,) = [5.4]

the number of persons per blockthe between-persons variatiar?,, and the variability
between sites on the treatment effect,

If the data are balanced, we can use the redudiis analysis of variance with random
effects for the sites and fixed effects for thetneent. Thd- statistic for testing the main effect
of treatment follows a non-centraldistribution,F(1, J-1,4). Recall that the non-centrality
parameter], is the ratio of the squared treatment effechéowuariance of the treatment effect

estimate. The non-centrality parameter can beewritis:

A :Lﬂ)2 . [5.5]
r,,+40°/n

Recall the larger the non-centrality parameter giteater the power. It is clear that increasing the
number of sites as well as the number of personsifgeincreases. However, looking at

Equation 5.5 we can see tldas more influential for increasingthan isn. In addition, studies
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attempting to detect larger effect sizes have grgaiwer. Finally, as the treatment effect
variability gets larger) becomes exceedingly important. In cases with mehg large effect
size variability and small treatment effects, iingortant to recognize that the treatment effect
may not be very meaningful. For example, a larfecekize variability may mean that in some
sites, the treatment is producing a harmful, oratigg effect. The average effect may be positive
but it may be hiding the fact that the treatmentksosery well in some sites and is harmful in
other sites. Hence it is important to report bbih éstimate of the treatment effect and the
variability in the treatment effect in the resufsa multi-site trial.
5.3 Standardized notation

In order to give meaning to the size of an effeithout knowledge of the specific
outcome scale or measurement, we often standatizeffect sizes. In a multi-site trial, we also
need to standardize the effect size variability. &@ample, an effect size variance of 0.10 is the
same as a standard deviation of approximaiedyL0 =0.31. If a researcher desires a minimum
detectable effect of 0.20, a standard deviatiob.81 is large and would indicate a lot of
variability in the treatment effect across siteslded, if the treatment effects were normally
distributed, we would expect 95% of them to liehintabout two standard deviations of the
mean; more precisely, in the intervab+ 196* 031=(-051,0.71), indicating that the effect
can range from very harmful to very positive.

Dividing the numerator and denominator of EquaBdhby o?, we can express the

non-centrality parameter as:

_ Jyzlo? _JoP [5.6]
(r,+40%In)/g? oZ+4In '
where
o=t s2-Tu 5.7]
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are, respectively, the standardized effect sizetlamdtandardized effect size variability. Note
that 5.6 shows that the power in fact depends only, J 8, ando? .2
5.4 The model with a covariate

The covariate reduces the between-person varjdtence increasing the precision of the

estimate of the treatment effect. The proportiomasfance explained by the covariate is

denotedo;, . Level-1 of the model includes the covariate:
Y = Boi + ByW + By X + g & ~N(0,0%) [5.8]
Note:o”x = (1- p )0’ for
i =1...n persons per site
j=1...,J sites
where
Y,

, is the response for persoat sitej

By, is the adjusted mean response atjsite
B,; is the adjusted treatment effect at ite

W, is the treatment indicator with ¥ for treatmend a¥& for control

X; is the covariate

g; is the random error associated with persansite;

o?is the between persons variation conditional orctheriate.

The level-2, or site level model is:

ﬂ = Voo T Uy
0j _ 00+ 0j UOJ - N(o’ Z_qu) 5 9
By = Vio Uy [5.9]
_ u; ~ N (0’ Tll)
/821' =Y

The OD software is based on parameter estimatestprblocking as well as an estimate of the paroémariance explained by the blocking

u

variable. After the user enters the parametergpitbgram calculates thgarameters defined in equation 7 as followds = ﬁ and
1-B

2
05
0'2 = “— whereu is the value prior to blocking and B is the petagfrvariance explained by blocking.

°  (L-B)
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where

VoolS the grand mean
Vio1S the average treatment effect

Vx0iS the regression coefficient for the cluster-les@Variate, which is assumed constant
across sites

uo; is the random effect associated with the mean

u,; is the random effect associated with the treatratfatt

T,,IS the residual variance between sites means
r,, Is the variability between sites on the treatnedfect.

The inclusion of the random error termg, and u,; , is what defines this as a random effects

model. Our primary interest is the main effectrebitment,y,,, and the variability of the
treatment effectr,,.

5.5 Testing the treatment effect (including a covaate)

The estimate of the treatment effect is:

n

Vio =Ye=Yc— Vp0(Xe— Xo). [5.10]
The estimate is adjusted for the difference intth@ groups on the mean value of the covariate.
The variance of the treatment effect estimate is:

2
r,, 40, /n

var) = 5.11]

where
o}, is the conditional variancel - o3 )o”.
TheF statistic still follows a non-centr&l distribution,F(1, J-1, A,). The new non-centrality

parameter is:

2
A :Lmz [5.12]
r,,+40,/n

Note that the smaller the conditional variance,léinger the non-centrality parameter, and

greater the power of the test for large samplessize

In standardized notation, the noncentrality patamis written as:
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where
o = y102 -_9 . . the conditional effect size and
\/ le \ll_pxy
»_ O,
5 - .
1_10>§y

5.6 Testing the variance of the treatment effect

For any design withl > 4, we can estimate and test the variance of thémesa effect
across sites. This is particularly important if theatment effect variability is non-negligible, in
which case the main effect of treatment may popyresent the treatment effect in any specific
site. In this case, we need to have adequate povestect this variability.

The power to detect the variance of the treatrafatt is also based on &rtest. In
standardized notation, tiestatistic is (Raudenbush and Liu, 2000)
_ni, +40°

46%

TheF-statistic follows a centrdt distribution withJ-1, J(n-2)numerator and denominator

. [5.13]

degrees of freedom. The ratio of the expectaticth@humerator to the denominator is

nr.. +40? nol+4 no?
w= 11 —_ o :1+ o .

= 5.14
40° 4 4 [ ]

Under the null hypothesis of no effect size valighiwe expectoto be 0, thus. =1. As the

ratio of expected mean squares increases, so lde@ewer to detect the effect size variability.

2
We can see from equation 9 thatasor n get Iarger,m% also gets larger, which means the

power increases. This contradicts what we |learbedtancreasing the power of the test to
detect the main effect of treatment. For that iesteasing the number of sites yields greater
increases in power than the number of individualssites, and smaller variance in the treatment
effect across sites results in larger power. Thudigs cannot be planned to maximize the power
to detect the main effect of treatment and theavere of the treatment effect simultaneously.
Prior to planning a study, researchers must dabiel@rimary goal of the study, detecting the
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main effect of treatment or the magnitude of tieatment by site variance, and plan the study
accordingly.
5.7 The fixed effects model

The fixed effects model assumes homogeneity ofrdament effect across sites. The

fixed effects model looks the same as the randdectsfmodel except that,; and u,; are

designated as fixed constants rather than randoiables. This difference is depicted in the

level-2 model:
.= + U,
,301 Yoo 0j [5.15]
,311' =V T Uy
where

YoolS the grand mean
¥10iS the main effect of treatment
up; J=1,...,J are fixed effects associated with each site maxaah,are constrained to have

a mean of zero.

u; J=1,...,J are fixed effects associated with each site treatraffect, and are

constrained to have a mean of zero.

We are interested in the main effect of treatmept, and the fixed treatment by site interaction
effects,uy;, j=1,...,J.

5.8 Testing the treatment effect

We can use the results from an analysis of vagiavith fixed effects for the site and the
main effect of treatment as well as the fixed éfedgain, the test statistic is an F statistice Th
F test follows a noncentral F distribution,JA(, J(n-2);A). In standardized notation, the
noncentrality parameter is:

3= Jng® _ Jo? |

4 4/n

Note that the treatment effect variability does agpear in the formula because we do not allow

[5.16]

the treatment effect to vary randomly across sites. models and non-centrality parameters are
easily extended to the case with a covariate dgvahg the logic presented in sections 5.4 and

5.5. However, we caution that the main effect eatment will be uninteresting or even
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misleading when effect size variability is largeattis whenu,; j=1,...,Jvary substantially. In

that case, the main effect may poorly representrésment effect in any given site, and one
would want to estimate and tgst,...,J. The tests for these specific site-by-site treatme
effects (see Section 5.9) may be poor, particulabgn the sample size per site is small
5.9 Testing site-by-treatment variation in the corngxt of a fixed effects model

Operationally, the test of the treatment by s#gation for a fixed effects model is the
same as that for a random effects model. The pyiiffierence is in the null hypothesis. In the

random effects model, we test:
H,:05=0. [5.17]

However, in a fixed effects model, the treatmensibty effects are fixed constants so we test:

J
H():Z:ufj =0. [5.18]
i1

We use the sanfe statistic, F :Mwith J-1 numerator degrees of freedom akid-2)

ithincell

denominator degrees of freedom. If we reject tHehypothesis, a logical next step would be to
try to identify sites for which the treatment effessthe same (Kirk, 1982).
5.10 Using the Optimal Design for multisite (blocke) trials

The multisite (blocked) trial module allows theearcher to approach the power
calculations using either the power determinatigpraach or the effect size approach. The
module menu is below:
Power for treatment effect on y-axis

Power vs. site size (n)

Power vs. total number of sited (

Power vs. effect size)

Power vs. effect size variability
MDES on y-axis

MDES vs. site size (n)

MDES vs. total number of sited)(

MDES vs. effect size variability

MDES vs. powerR)

Power for effect size variability on y-axis
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Power vs. site size (n)

Power vs. total number of sited (

We present an example below and go through the steplved in conducting a power analysis
for the example varying the known and unknown patans.
5.11 Example

Suppose a team of researchers is planning to teswdutoring program for at risk®
grader students in a particular school districtrisk 2 graders in the district will be randomly
assigned to either the treatment condition, a neNoyt tutoring program, or the control
condition, the standard in class tutoring progrR@searchers plan to block on classroom. Thus
within each classroom the identified as-riSk graders will be assigned to the treatment or the
control condition. The researchers expect thatkahgcon classroom will explain 30% of the
variation in the outcome. The researchers plarséoaurandom effects model and assume the
effect size variability to be 0.01. Section 5.18g@nts a scenario in which the power
determination approach for conducting a power aislig most applicable to the study and
provides the details of how to do the power analysing OD. Section 5.13 presents a scenario
in which the effect size approach for conductingpaver analysis is most applicable to the study
and provides the details of how to do the powetaigusing OD.

5.12 Power determination approach for conducting @ower analysis

Based on pilot study results, the researchersogxpat students in the treatment group
will score 0.25 standard deviation units greatanthtudents in the control group on the
outcome. The researchers want to be able to déiscize treatment effect with power = 0.80.
They have 20 students per classroom. How manyrolaiss are required for the study? Suppose
the researchers decide to administer a pre-tedt students prior to the study. Based on past
literature, they expect the pre-test to explain 5%e variation in the post-test scores. How
many classrooms are required after including tieetgst in the design and analysis plan?

In this scenario, the total number of classrocsnsnknown and the effect size for
planning is set at 0.25. Thus the most appropdatece for the power analysis is to allow the
sample size to vary on the x-axis and the powegatg on the y-axis. The steps follow.

Step 1: Select Person randomized trialsnultisite (blocked) trials> Power on y-axis> power

vs. total number of sited) The blank screen is in Figure 5.1.
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Figure 5.1.Main menu for person randomized trials with blogkin
Step 2 Click onod. Set delta(1) = 0.25.
Step 3: Click ono;. Seto;=0.01.

Step 4: Click on n. Set n(1) = 20.
Step 5: Click on B. Set B(1) = 0.30. The power euappears in Figure 5.2.
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n=20f=0.25g:=0.01.B=0.30

—oso0T
1

Total number of sites

Figure 5.2 Power vs. total number of sites.

Note that the key in the upper right corner shdvesd=0.25 that we specified. Clicking along
the trajectory reveals that 21 sites or classroamasequired to detect an effect size of 0.25 with
power = 0.80. Note that Figure 5.2 does not acctaurthe covariate. Let’s include the covariate

and see what happens to the required sample size.
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Step 6: Click on R Set r2(2) = 0.50. Figure 5.3 displays the result.
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Total number of sites

Figure 5.3.Power vs. total number of subjects.

Clicking along the trajectory, we can see thatrépiired sample size for power = 0.80 drops to
13 sites, assuming 20 individuals per sites. Téuiction may be critical for reducing the cost of
the experiment.

In this scenario, we assumed a random effects imdtecould easily change it to a fixed
effects model by setting the effect size variapiid 0. However, it is critical to think about the
implications of choosing fixed or random site effefrom a practical perspective, and not a
purely statistical power perspective.

5.13 Effect size approach for conducting a power atysis

Suppose that the researchers are limited to 28rdams with 20 individuals per
classroom. They are still interested in an effex# sf 0.25. What is the minimum detectable
effect size (MDES) the researchers can find wittvgro= 0.80? Suppose the researchers decide
to administer a pre-test to all kids prior to thedy. Based on past literature, they expect the pre
test to explain 50% of the variation in the post-txores. What is the MDES with power =
0.80?

In Scenario 2, the MDES is unknown. Thus the magichl approach for conducting the
power analysis is to allow the MDES to vary on yhaxis. One option then is to select the

following:
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Step 1: Select Person randomized trialsnultisite (blocked) trials> MDES on y-axis>

MDES vs. number of clusterd)( The blank screen appears in Figure 5.4.

Figure 5.4 MDES vs. number of clusted)(

The toolbar is identical to the toolbar in Fightd except for the required design
parameters. Because the MDES is on the y-axislengdwer is on the x-axis, the program
requires that the user specifythe total number of sites, n, the number of irlials per site,
o2the effect size variability, B, the percent of eaie explained by blocking, and, khe
percent of variation explained by the covariate détermine the MDES for power of 0.80,
follow the steps below:

Step 1:Click orP. StP(1) = 0.80.

Step 2: Click ono;. Seto; = 0.01.

Step 3: Click on n. Set n(1) = 20.

Step 4: Click on B. Set B(1) = 0.30. Figure 5.5thys the results.
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Figure 5.5.MDES vs. number of cluster3d)(
Clicking along the trajectory reveals a MDES of mp@mately 0.26 with) = 20. Next we can

add the covariate.

Step 5: Click on R Set B = 0.50. Figure 5.6 displays the results.
il
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Figure 5.6.MDES vs. power with a covariate.
Clicking along the trajectory reveals an effezesof about 0.19. We assumed random

site effect but again could change this by settivegeffect size variability to O.
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6.0 Repeated measures trials

Similar to single level trials, repeated meastsdst rely on the assignment of individuals
to treatments. However, in a trial with repeate@suges, individuals are typically assessed prior
to the treatment and then multiple times afterttbatment is implemented. By tracking
individuals over time, researchers are able tosastee group effects on individual growth.

The general format of a repeated measure tri fellows: 1) randomly assign
individuals to treatment or control, 2) assesseiglin the treatment and control group prior to
implementation of the treatment, 3) implement teatiment for the treatment group, 4) assess
the students in both groups on the outcome ofesteb) repeat assessments of students in both
groups a pre-determined number of times over egjspkced time intervals. By collecting
repeated measures on individuals, we are able teehiedividual growth trajectories. We can
model linear or curvilinear trajectories. A lindeajectory, or first degree polynomial, is
characterized by an intercept and a linear ratshahge, or slope. If non-linear growth is
expected, second, third, or higher degree polynismiay be added in order to model
curvilinear trajectories. A second degree polyndnailso known as a quadratic polynomial, adds
an acceleration parameter to the intercept andfatbange. A third degree polynomial, or a
cubic polynomial, is characterized by four paramsgtehange in acceleration, rate of
acceleration, linear rate of change, and an inperdedividual growth trajectories are plotted in
order to assess the average treatment effect pac#is polynomial change parameter.

The power for a design with repeated measure®rs gomplicated than for a single
level trial. To simplify the design calculationsewnpose the following constraints: orthogonal
designs, continuous outcomes, a linear link fumgtrandom effects covariance structure,
homogeneous covariance structure within each teatrand complete data. Fist we examine
the statistical models.

6.1 The model

We can represent the data from a single levéliith repeated measures as a two-level

hierarchical model, with occasions nested withirspes. The general level one model for a

polynomial change parameter of orgds:

p-1
Ymi zzﬂpicpm+emi’ emi - N(O!Jz) [61]
p=0
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for
i wherei=1,... N persons
mwherem=1,...Mtime points
where
p indicates the polynomial order of change (ie.dim@uadratic, cubic)
Comis the orthogonal polynomial contrast coefficient

m;is the level one coefficient of polynomial orger
€.is the random error associated with the repeatextures

o’is the level-1 variability, or measurement error.
The purpose of the polynomial contrast coefficiaat® center the data, which makes the
interpretation easier. The formulas for calculatiing contrast coefficients are given below
(Raudenbush and Liu, 2001):

Com =1

clm:m—im/M
m=1

1 M
CZmZE Clzm_zclzm/Mj [62]

2 Cin

m=1

The general level two model is:

Ty = Bpo + B X +U,, Uy ~N@O7,) [6.3]

where

B, 1s the mean for the'porder polynomial change parameter

B, is the treatment effect for th& prder polynomial change parameter

X, is an indicator for the treatment or control groupfor treatment, -2 for control
u, is the random effect associated with each person

7, is the between-person variance for tHeopder polynomial change parameter.
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To illustrate, let us consider & trder polynomial change parameter, or linear mobet level-

1 model is:
Ymi = nOi + nli Clm + emi emi - N (010-2) [6 4]
for

m = 1,...,Moccasions

i=1, ..., Ipersons

7, is the mean response for person

71,;is the average rate of change for penson

M
Cpy = m—Zm/ M =m-mis the orthogonal linear contrast coefficient

m=1

€, 1s the measurement error

o’is the within-person variability.
We can calculate the linear contrast coefficieatsahy M using equation 2. For example, if the
total number of data points is 5, thaMs5, the orthogonal contrast coefficients for atfirs

degree polynomial are:

Co = @L11D)

c, =(-2—-1012). [6.5]
The level-2 model is:

Ty = Boo + By Xi +Uy, Us ~ N(O,7,5)

T = B+ B X +uy u; ~N(@O,7,) [6.6]

where

Byois the mean response across persons

B,, is main effect of treatment for the means

B, Is the average growth rate across persons

B, is the main effect of treatment for the growttesat

X, is an indicator for the treatment or control groupfor treatment, -2 for control

U, is the random effect associated with the mean
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u, is the random effect associated with the growtesra
T oIS the between-person variance in means
r,, is the between-person variance in growth rates.

In this case, our primary interestds, the main effect of treatment for the growth ratesir,, ,
the variability in growth rates across persons.
6.2 Testing the treatment effect

The average treatment effect for linear changelalanced design is estimated by:

P
i0c )

A

Lo = E—- 6.7]
nE nC
M
zclemi
where 7, = ™=—— is the person-specific ordinary least squaresnestr of the linear slope,
2. Cim
m=1

andng andng are the sample sizes of the experimental and @agrioups.

To estimate the treatment effect, we average oseasions and persons. The variance of the

estimated treatment effect for th& polynomial order of change is (Raudenbush and2001):

0 A1,4Vp) /N
Var(B ) :f 6.6]
where
Vv = o’ _o’f*(m-p-)
P icim K,(M + p)!
m=1 [6.9]
where

f is the frequency of observation
D is the duration of the study
M is the total number of occasions whiteDf+ 1

pis the polynomial order of change
K is a constant wheri, =1/12, K,=1/720, K;=1/100,800
o’is the measurement error.

46



The termV denotes the conditional variance of the least sspui@stimate of each person’s
change parameter. Note thiais a function of the frequency and the duratiothefstudy.

In the case of the linear change model, the veeari the estimate of the treatment effect

is:
m]
Var(ﬂll) = w [6.10]
where
V. = o? _o*f*(m-2)
! i . @/12)(M +1)!
m=1 : [6.11]

The test statistic for the test that the treatnedferct for the 5 order polynomial equals
zero is arfF statistic. When the treatment effect is non-ztve,test statistic follows a non-
centralF distribution,F(1, N-2; A). As previously noted, the larger the non-certtyalarameter,
the greater the power of the test. The non-cetyrpéirameter can be expressed as the ratio of
the squared true treatment effect to the variaftieeoestimate of the treatment effect:

L Ba
Var(E o) U +Vy)

[6.12]
Beginning with the sample size, it is clear thar@asingn increased, hence increasing the
power of the test. The sample size is particulamiyortant if the between-person variance is

large. Looking at the variance components, we eartisat small values af,,, or between-

person variability, also increases the power. tivelly this makes sense. If there is less
variability between-persons, the estimate will berenprecise and the power of the test is
greater. We can also see that smaller valué4 ufill increase the power. Recall that

2 2£2D(m— =1\l
V:Ma :af (m-p-1)!

o . Decreasing the measurement ewéy,decreasey,, . Also,
Zcz K,(M + p)!
pm

1

increasing the frequency of observations and tte taimber of observations can decredse

particularly for higher order polynomials.

6.3 The standardized model
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Similar to the previous designs, we standardiezentibdel to facilitate a common
language among researchers. The standardized sifedor a particular polynomial of interest
is defined as:

_ Pm

T

pp [6.13]

%

where

B.is the group difference on the polynomial of instre
7,,1S the population variance of the polynomial oenest.

Replacing equation 12 with the standardized paramtte new noncentrality parameter can be
expressed as:
no’a
:% [6.14]

where
a,is the reliability of the least squares estimatgand

™

Var(rp) T +Vp

Var(n,) T
ap = =

The reliability is the ability with which a reselr can discriminate between people on their
growth rate of the polynomial of interest using sast squares estimate. The reliability can be
calculated using the HLM software.
6.4 Using the Optimal Design for repeated measurésals

The menu for the repeated measures is given bdlbg/menu includes option for
standardized or nonstandardized parameters.
Power on the y-axis (standardized)

Power for treatment on linear change

Power for treatment on quadratic change

Power for treatment on cubic change
Power on the y-axis (nonstandardized)

Power for treatment on linear change

Power for treatment on quadratic change

Power for treatment on cubic change
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Each of the power options function similarly, so iftustration purposes, we will use the option
for power for treatment on linear change.
6.5 Example

Recall that a team of researchers are planning endexperiment to determine whether
an intervention, enrollment at a charter schoofyriones academic achievement. Because of the
large number of applicants for the school, all etitd enter a lottery and half of the students are
randomly selected from the lottery and assigne@d¢eive the treatment, enroliment at the
charter school, while the other half of the studere enrolled in the local public school. The
researchers hypothesize that students enrolldeinharter school will have greater achievement
than the students at the regular public schoolyft@n to assess all the students prior to the
study and then one time for the next five yearseBlzon data from a pilot study, they expect the
level-1 variability to be 1.0 and the level-2 véaiidy to be 0.10. They also expect students’
academic growth to be linear. Section 6.6 presestenario in which the power determination
approach for conducting a power analysis is thet medsvant and provides the details for this
approach.

6.6 Power determination approach for conducting a pwer analysis

Based on past research, the researchers expactdalized effect size on the linear
growth parameter of 0.25. That is, the differencinear growth for students in the charter
school compared to students in the control scl®0I25. How many students are required to
detect an effect size of 0.25 with power of 0.807?

In this example, the total number of individualghe unknown parameter and the effect
size for planning is set at 0.25. Thus the most@pyate choice for the power analysis is to
include power on the y-axis. The steps follow:

Step 1: Select Person randomized trialsepeated measures Power on the y-axi® Power

for treatment on linear change. The blank scre@eans in Figure 6.1.
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Figure 6.1 Blank screen for Power on y-axis Power for treatment on linear change.
Step 2: Click on set. The set button brings upstireen in Figure 6.2.
Figure 6.2 The set button for linear change.

Repeated Measures Settings 5[

== I 1.00000 Please note that
_ o5 M = int(F*D + 1).
D= |~ Changes to F or D will

M= 6.00000 result in changes to M.

Wariahility of level-1 residual I 1.00000
Variability of level-1 coefficient I 1.00000
Standardized effect size I 0.40000

Cancel | )24

The following options appear within the set button:

F — specifies the frequency of the observation.
D — specifies the duration of the study.
M — is the total number of observations where KD=1. It is the product of the

frequency times the duration plus the 1 observatiahwas pre-treatment.

Variability of level-1 residual — This is the measment error, denoted?in the model.

50



Variability of level-1 coefficient — This is theebween person variability on the

polynomial of interest. For a linear growth modasir,,in the model.

Ay
Jru

After clicking on the set button, set F=1, D=5, M~ériability of level-one residual = 1.0,

Standardized effect size — Thisds whered = in the linear model.

variability of level-1 coefficient = 0.10, and stiardized effect size = 0.25. We extend the x-axis

to 800. Figure 6.3 displays the power curve.

 Optimal Design =] 3]
Fle Desgn Working Help
. Repeated Measures - Power =] 3]

o[ s e o] 2| o] @ u | X

0 @ =0.050

F =1.000000
08+ D = 5.000000
M = §.000000
08 62:1 oooooo
1= 0.100000

07 -

056

—ozo0m
1

0.4+

034

024

240 380 520 660 800

Mumber of participants

Figure 6.3 Power curve for repeated measures example.
Clicking along the trajectory, we can see that epipnately 790 individuals are necessary to
achieve power = 0.80. This is the same as 395ishais per treatment condition.

There is also a function available for repeatedsuees trials that are non-standardized. It
functions similarly to the example presented iis gection. However, there is no option for
MDES on the y-axis.
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Section IIl: Optimal Design for cluster randomizedtrials

Optimal Design for cluster randomized trials irts trials where intact groups, or
clusters, are randomly assigned to the treatmecmirol condition. For example, if students are
nested within classrooms and classrooms are rarydmsslgned to either the treatment or
control, the design is known as a two-level cluss&domized trial. There are fives designs in
this category: three that do not include blocking &vo that do include blocking. The non-
blocked designs include the two-level cluster ranced trial (2-level CRT), the three level
cluster randomized trials (3-level CRT), and thestédr randomized trial with repeated measures
(CRT RM). The blocked designs include the threellenvulti-site cluster randomized trials (3-
level MSCRT) and the four-level multi-site clustandomized trial (4-level MSCRT). We
describe the conceptual details of each desigrmpemdde a “how to” guide for each design in
the following 5 chapters.
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7.0 Two-level cluster randomized trials

Two-level cluster randomized trials are studiew/imch individuals are nested within
clusters and the clusters are randomly assigndtettreatment or control condition. For
example, students are nested within classroomslasdrooms are randomly assigned to the
treatment or control condition. For example, a tedmesearchers is interested in the
effectiveness of a new math series. They decidartdomly assign schools to either the new
series or the standard series. They plan to tedests from one classroom within each school. In
this case, schools are the unit of randomizati@hthe students are nested within schools,
making this a two-level cluster randomized tridieTpower for a cluster randomized trial is
more complicated than a single level trial sinca¢hs more than one level. We begin by
examining the underlying statistical models.

7.1 The models
We can represent the data for a cluster randontidn hierarchical form, with

individuals nested within clusters. The level-1person-level model is:
Yi = Bo; + 8 & ~N(©0%) [7.1]

for i0{L2,...,n} persons per cluster and1{12,...,J cjusters,

where Y,

i 1s the outcome for persorin cluster;

B, is the mean for clustgr

g; is the error associated with each person; and

o’ is the within-cluster variance.

The level-2 model, or cluster-level model is:
Boi = Voo + VoV, + U, Up; ~N(0,7) [7.2]
where J,, is the grand mean;
Vo1 IS the mean difference between the treatment antta group or the main effect of
treatment;

W, is the treatment contrast indicator, Y% for tresitrand -4 for control;

Uo,; is the random effect associated with each cluated;
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r is the variance between clusters.

Replacing (2) in (1) yields the mixed model:

Y, = Voot VoW, +Uy, +€, uy ~N(@O7) andg ~ N(,0c?%). [7.3]
7.2 Testing the treatment effect

We are primarily interested in the main effectrebtment,y,,, estimated by:

~

}/01:?E—?c : [7.4]

whereYe is the mean for the experimental group afidis the mean for the control group.
When each treatment has an equal nuni2y of clusters, the variance of the main effect of
treatment is (Raudenbush, 1997):
AT +0%In)

J

wheren is the total number of participants per clustet &rs the total number of clusters.

Var(y,,) = [7.5]

We can use hypothesis testing to determine ifrtaa effect of treatment is “statistically
significant,” that is, not readily attributable ¢bance. Recall that a two-tailed null hypothesis
states there is no difference whereas the altemhiipothesis states there is a difference. In
symbols:

H 0 : yOl = O

H iy, 20
If the data are balanced, that is, there is anleguaber of participants in each cluster, we can
use the results of a two factor nested ANOVA to ties main effect of treatmenfThe test
statistic is ark statistic, which compares treatment variance ustel variance. ThE statistic is
defined as:

( M Sreatme m)

cluster)

Fstatistic= [7.6]

Note that as the number of clusters J increasdoutitbound, thé& statistic converges to the

ratio of expected mean squares, which is defined as

% This is the same result we would obtain using @level hierarchical linear model (Equations laheégimated
by means of restricted maximum likelihood.
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nr +o?+ndy’ 14 2
E(Mstreatmem) — 2y01 =1+ r]‘]yOl /42 [77]
E(MScluster) nr +o nr +o
and can be rewritten as:
2
E(Mstreatmem) :1+A Where/] - n‘]y01 /42 ) [78]
E(Mscluster) nr +o

If the null hypothesis is true, thestatistic follows a centrdt distribution with 1 degree of
freedom for the numerator ade? degrees of freedom for the denominator. UndeictntraF
distribution, we would expect tHestatistic to be approximately 1. In other wordiere is no

variation between treatments g =0and thenJyZ, /4 term in the numerator of the expected
mean square ratio goes towards 0. We see thrid the ratio of expected mean squares thus

E(Mstreatmem) —_ n T + 0-2

=1+A=1
E( MScIuster) nr+ 02

reduces to

If the null hypothesis is false so that there igeatment difference, that jg, 0, theF
statistic follows a non-centr& distribution with 1 degree of freedom for the nuater andl-2
degrees of freedom for the denominator. Then the ch expected mean squares becomes the
non-centraF distribution, characterized by a non-centralitygmaeter,A (See Equation 7.8).

A can be rewritten as:

A= chl [7.9]
Ar+o°/n)lJ

Note thatA, known as the non-centrality parameter, is thie @&tthe squared main effect to the
variance of the estimate of the treatment effeqtidEon 9 clearly shows that the non-centrality
parameter , is a function ofy,,, n, J, r, ando?.

The non-centrality parameter is strongly relatethe power of the test. Adincreases,
the power increases. Increasing the treatmentteffeased . Thus, if we are trying to detect a
larger difference in meang increases and so the power also increases. Ndtthéha
denominator is identical to the variance of thatiment effect (Equation 7.5). So to
increasel we could decrease the variance of the main effeiceatment. Because the standard
error of the treatment effect is more commonly aésed, instead of referring to the variance of
the main effect of treatment, we often refer tostendard error of the main effect of treatment,

which is simply:

55



S1=07%) =1 w [7.10]

From equation 7.10, we can see that the sampls affect the standard error and hence the
power of the test. In general, increasindecreases the standard error of the treatmerut eiffies
increasing the power. However, at some point, esiregn without increasing the number of

clusters,, provides no further benefit. Thus as- o, we can see that for Equation 10,
SK},,) =2J1/J, will not be zero unless = 0. Also, as the total number of clustels,

increases, the power to detect significant diffeesnalso increases. Asncreases towards
infinity, the power approaches 1 regardlesa.dfhis is because dancreases towards infinity,
the standard error (7.10) gets infinitely smallisTéauses the non-centrality parameter to
increase towards infinity, which results in the gowpproaching 1. Intuitively this makes us
think that we should just continue to incredsmtil the desired power is achieved. However,
increasingl or adding additional clusters may not be feadille to budgetary constraints.
7.3 Standardized notation

We standardize the notation to give a more meauirtgfinition for the parameters in
the model and to facilitate the power analysisstFive redefine the variability in terms of the

intra-class correlation coefficiemt, The intra-class correlatiop, is a ratio of the variability

between clusters to the total variability:

P [7.11]

r+0?

where r is the variation between clusters;

o’is the variation within clusters; and

r +o?is the total variation.
For US data sets on school achievemertypically ranges between 0.15 and 0.25 (Bloom, Bos
& Lee, 1999; Bloom, Richburg-Hayes, & Black, 206l&dges & Hedberg, 2007; Schochet,
2008). In school-based interventions design to owpmental healthp will generally be
smaller, in the range of 0.01 to 0.05 (Murray & 8h995) . Because + o? is the total
variation, we can constrain it to be 1. Algebra@mpulation of the formula then reveals

p=1 andl-p=0?%. As p increases we know more of the variation is dueetween-cluster
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variability. Replacingr and o®with pand 1-p in the standard error formula (equation 7.10),
the standard error of the main effect of treatnoamt be rewritten as:

AT +0?In)(r +0?) :\/4(,0 +(@- p)/n)
J J '

[7.12]

SE(Vo, /(T + o?) =\/

From equation 7.12, we can see that increasedsalue increase the standard error thus
decreasing the power. Also, @agicreases, the effect afdecreases. Therefore, if there is a lot of
variability between clusters, we gain more poweirgyeasing the number of clusters sampled.
The key idea forp is that power increases gsdecreases for a fixadandJ.

Next, we can standardize the true treatment efBaxtause data for different experiments
is collected in different scales, standardizingdhta makes the results meaningful to any
researcher, not just someone who is familiar wigadicular data set. We define the standardize
effect sizeg, as the population means difference of the twaigsalivided by the standard

deviation of the outcome:

g=—Ju [7.13]

T +0°
Where yo, = pe - 4c;
U is the population mean for the experimental graun

M. is the population mean for the control group;

Given ¢® and 1 , the standardized effect sizé, is estimated by:

o
5=Ye e [7.14]

Jr+a?
The researcher must specify a desired minimum teffee to calculate the power of the
test. Quantifying the treatment effect is not edtsgepends on the context of the study, the
sample, and the outcomes in the study (Bloom, Biick, & Lipsey, 2007).
Recall that the power of the test is driven byriba-centrality parametet,(equation
7.9). We can redefind in standardized notation as shown below:
_ ye (T +0?) _ ni®l4 _ Jo?
Ar+o’In/I(r+0?) no+(@A-p) He+@A-p)/n)

[7.15]

This allows us to calculate the power of the asretion ofn, J, J, and p.
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7.4 Using a covariate to increase power

From a power perspective, including a covariatelmaextremely helpful because if the
covariate is strongly correlated with the outcorhean greatly increase the precision of the
estimate and hence the power of the study. We fsgesifically on including a covariate at the
cluster level. This may be an aggregated covarsate) as pre-test scores aggregated across
schools or school SES. Empirical work has showhgimailar gains in power for including an
individual level or cluster level covariate (BlooRichburg-Hayes, & Black, 2007). Because it is
generally less time consuming and less expensigeltect a cluster level covariate, we focus on
level-2 covariates.

When we include a covariate in the design, theeniadditional component that
influences the power of the test: the strengtthefdorrelation between the covariate and the true
cluster mean outcome. The strength of the cormeldietween the covariate and the true cluster

mean is denoteg, , . We adopt this notation becaugg is the true mean outcome for clugter
and X, is the covariate. The residual level-2 variancejrexplained variance after accounting
for the covariate, is denoted. As we will see later, the stronger the correfatm,, , the

smaller the conditional level 2 variancg,, compared to the unconditional level 2 variance,

and the greater the benefit of the covariate ineiasing precision and power. Let’s take a closer
look at the model with a cluster-level covariate.
7.5 The model with a cluster-level covariate

In hierarchical form, the level-1 model for a ckrstandomized trial with a cluster-level
covariate is the same as the model in equatiomé.ldvel-2 model, or cluster-level model
differs from a simple cluster randomized trial hesait includes a term for the cluster-level
covariate. The model with the covariate is:

Boi = Voot VoW, + Voo X + Uy, Uy; ~ N(O,7,) [7.16]

where J,, is the grand mean;

Vo1 IS the mean difference between the treatment antta group or the main effect of

treatment;

Vo2 IS the regression coefficient for the cluster-les@variate;

V\/J. is the treatment contrast indicator, % for tresttrand -¥4 for control;
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X; is the cluster-level covariate, centered aroungrioup mean;

Uo; is the random effect associated with each cluated;

r, 1S the residual variance between clusters.

Note that the between-cluster variangg,is now the residual variance conditional on the

cluster level covariate X. For simplicity, we as®uthere is no interaction between the cluster
level covariate, X, and the treatment group, W sTiiian assumption that can be relaxed and in
general should be checked given that a researsiaerested in how the treatment effect may
vary at different levels of the covariate.

7.6 Testing the treatment effect (including a clustr-level covariate)

Similar to the cluster randomized trial without@variate, we are interested in the main

effect of treatment, or the difference betweentthatment average and control average adjusting

for the covariate. However, now it is estimated by:

Joy = Y=Y Pry(Xe=Xe) [7.17]
whereYe is the mean for the experimental group;

Y¢ is the mean for the control group;

X e is the covariate mean for the experimental graunot

X ¢ is the covariate mean for the control group.

Note that the estimated main effect of treatmeoks like the estimated effect without
the covariate except that here we are adjustingdéatment group differences in the covariate.
For normally distributed covariates, the variantthe main effect is (Raudenbush, 1997):

A1, +0’/n) [1+ 1 }
J J-4

Var(j,) = [7.18]

where nis the total number of subjects;

Jis the total number of clusters; and

r,. is the conditional level 2 variancé,- ,ofﬁo)r :

If the data are balanced, we can use the redudismiested analysis of covariance with

random effects for clusters and fixed effects far treatment and covariate. The test statistic is
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anF statistic, which compares adjusted treatment magdo the adjusted cluster variance. Fhe

statistic is defined as:

... M
Fstatistic= MSheamen ,

clusters

where MG, imens @aNd MS, ., @re now adjusted for the covariate.

Note that thd- statistic converges to the ratio of expected nseprares, defined as:

E(Mstreatmem) :1+/1
E( M Sclusters) "

TheF test follows a non-centr& distribution,F(1,J-3, A,)in the case of a cluster-level

covariate where the non-centrality parametgr, is:

A= 4(T|x~1V§12/ n) 729
and

Iy = (1_:05;;0)7 -
From equations 7.18 and 7.19, we can see thatrtiveger the correlationp, , , the smallerr,,
and the greater the increase in the power of gte te

The non-centrality parameter with and without ¢cbgariate are closely related. If the

correlation between the covariate and the clustezlimean is 07, reduces tar and the non-

centrality parameter reducesitdhe non-centrality parameter in the case of no Gatea
Although we are reducing the between cluster vaganone consequence of including a
covariate is that we lose one degree of freedorthdrcase of no covariate, theest follows a
non-centraF distribution,F(1, J-2, A)whereas in the covariate case we h&gJ -3 A, ).
This may be a potential problem in a study witimaks number of clusters.

The non-centrality parameter can be defined indsiedized notation. Recall that in

JV§1

equation 7.19 we define the non-centrality paramagel, = ————
Ar, +o°/n)

. Defining

5=L2 and p = as we did in the unconditional case, but also iticig R, the

NT+O

r+0?
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estimated percent of variance explained by theteldevel covariate, e can rewrite as a
function of 3, p and R’, ., as shown below:

b= Yo &
" 4(T|x + 02 /n) 4[(1_ |%?evelz )10 + (1_ 10) / n]

The only difference in the non-centrality paramétethe case of the cluster level covariate is the

[7.20]

correction factor(l- R?,.,) . The correction factor only affects, the between-cluster variation

since the covariate is a cluster-level covariatetie correlation between the covariate and the
cluster level means increases, the unconditionia-iclass correlation decreases. This results in
an increase in the value of the non-centrality peter and therefore an increase in the power of
the test.

7.8 Using the Optimal Design for two-level clusterandomized trials

The menu for the 2-level CRT is shown below anulea found by clicking on the
following: Design—> Cluster randomized trials with person level outesr® Cluster
randomized trials> Treatment at level 2. In this chapter we focusomntinuous outcomes. The
available options are shown below.
Power on y-axis (continuous outcomes)

Power vs. cluster size)(

Power vs. number of clusterd (

Power vs. intra-class cluster correlation (rho)

Power vs. effect size (delta)

Power vs. proportion of explained variation bydkg covariate (R2)
MDES on y-axis (continuous outcomes)

MDES vs. cluster sizen]

MDES vs. number of clusterd)(

MDES vs. intra-class cluster correlation (rho)

MDES vs. powerR)

MDES vs. proportion of explained variation by le2ecovariate (R2)

* Note that this differs from Version 1.0 of the gram. In Version 1.0, the program asked for a dater
correlation. In Version 2.0, the program asks far proportion of explained variation by the level®ariate, R
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The first set of options present the power on tHaig and either the cluster size, number of
clusters, intraclass correlation, effect size, rapprtion of explained variation by level-2
covariate to vary on the x-axis. The second septibns present the MDES on the y-axis and
either the cluster size, number of clusters, itdissccorrelation, power, or proportion of
explained variation by level-2 covariate to varytba x-axis. We present an example below and
guide the user through the steps for approachie@xlample via the power determination
approach or the effect size approach.
7.9 Example

Suppose a team of researchers develop a new jitpragram for & graders. The
founders of the new program propose that studehtsparticipate in the program will have
increased reading achievement. They plan to tedeats who participate in the new program
(experimental group) and students who participatée regular program (control group) using a
standardized reading test to determine if studesitsy the new program score higher. The
researchers have access to last ydgra&de average reading test scores for each sdbast.
data reveals that last years scores explain 49%eofariation in test scores. The researchers
want to design a cluster randomized trial with stid nested within schools where schools are
the unit of randomization. Section 7.10 preserdgsamario in which the power determination
approach for conducting a power analysis is mogliegble and the details of how to do the
power analysis using OD. Section 7.11 presentem@aso in which the effect size approach is
most applicable the details of how to do the poavealysis using OD.
7.10 Power determination approach for conducting @ower analysis

Based on past studies, the researchers expect 2bpetrcent of the variation to lie
between schools and are interested in detectirggfact size of at least 0.25 with adequate
power. Assuming that 20 students are willing tdipgrate in the study from each school, how
many schools (clusters) are necessary to achiewerpo0.80? How many clusters are required
after including the cluster-level covariate whictpkins 49% of the variation in test scores?

In Scenario 1, the number of clustersis unknown. As a result, we want to select the
power vs. number of clusterd) ption. This allows the number of clusters topalong the x-

axis. The steps for conducting the power analysiew.
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Step 1: Select Desige» Cluster randomized trials with person level outesr» Cluster
randomized trials> Treatment at level-2 Power on y-axis (continuous outcom#)Power Vvs.
number of clusters]f as shown in Figure 7.1.

The blank screen for Power vs. number of clust®rs (n Figure 7.1.

ol
Fle Design Help

o
o |n| 8| prh o] k2] e @ |es] %]

Figure 7.1.Initial screen.

The toolbar at the top includes the parametersimed|tor calculating the power, sample size
within cluster (n), effect size), intraclass correlatiorp), and explained proportion of variance
by covariate. The number of clusted¥ does not appear on the toolbar because it valoes)

the x-axis.

Step 2: Click on n. Set n(1) = 20 (the default exuBy clicking on n(1) = 20, the default power
curves appear. However, we must first set the ihdit parameters to match the values in the
particular example before we interpret the curves.

Step 3: Click ord. Set delta (1) = 0.25 and delete delta (2).

Step 4: Click orp. Set rho (1) = 0.20 and delete rho (2). The respjbower curve appears in
figure 7.2.
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n=20

&= 0.25,p= 0.20
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Number of clusters

Figure 7.2.Resulting power curve.
We can see that the curve does not extend to poe80 so we need to extend the x-axis.

Step 5: Click on <x<. Set the maximum to 150. Txiereded power curve appears in Figure 7.3.

» Optimal Design o ] -4
Fle Desio;n Hep
. 2-level CRT - Power vs. 1 o =]

t[ ][ pspfsefes] ko)l @ [ow|X]

o =0.050
n=20

£=025p=020

—o=o0T
1

0.4+

0.3

0.2

0.1

33 82 91 120 149

Number of clusters

Figure 7.3 Extended power curve.

Clicking along the power curve, we can see thattbgd clusters are required for the study, 61
in the treatment condition and 61 in the contraidibon. However, we have not accounted for
the cluster-level covariate yet, which is a strgtig increasing the precision of the estimate and
the power.

Step 6: Click on R. Set R2 — 2 equal to 0.49. Twwer curves appear as shown in Figure 7.4.
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Figure 7.4 Two power curves.

According to the key, the dotted trajectory is plosver curve when the covariate is included. In
this case, approximately 74 total clusters are e@ea reduction of 48 clusters, which may
greatly reduce the cost of the study.

The example provided in this section placed timepda size on the x-axis. However, any
of the other parameters could be placed on thescamd the steps could easily be adapted to
conduct the power analysis.

7.11 Effect size approach for conducting a power atysis

The researchers conducting the study are limit&Dtsechools, 30 in the treatment and 30
in the control group with 20 students per schoals&l on past studies, they expect about 20
percent of the variation to lie between schoolsat\iéithe MDES the researchers can find with
power = 0.80? Assuming the cluster-level covareqgelains 49% of the variation in test scores,
what is the MDES?

In Scenario 2, the MDES is unknown so it makes nserese to select an option with the
MDES on the y-axis. One option is to select MDEStetal number of clusterg) This will
allow the user to see how the MDES changes asdidumnof the total number of clusters
holding all other parameters constant. Using thig@ach is very useful but also requires that
after the MDES is determined, the researcher cotiseliterature or findings from a pilot study
to determine if the MDES is reasonable. The stepsdnducting the power analysis follow.
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Step 1: Select Desige» Cluster randomized trials with person level outesr» Cluster
randomized trials> Treatment at level 2 Power on y-axis (continuous outconi2)MDES vs.

total number of clustergl(as shown in Figure 7.5.

- 2-level - Minimum ecl effective sizi
ufn [P [ plshsufes] L [uelo] 5o x|

Figure 7.5.Blank screen for MDES vs. total number of clusters

Step 2: Click on n. Set n(1) = 20 (the default exuBy clicking on n(1) = 20, the default power
curves appear. However, we must first set the ihdit parameters to match the values in the
particular example before we interpret the curves.

Step 3: Click orP. SetJ (1) = 0.80.

Step 4: Click orp. Set rho (1) = 0.20 and delete rho (2). The respjbower curve appears in
Figure 7.6.

- 2-level - Minimum ecl effective sizi
ofn(p [psfses] L|relm]s[u|x]

o= 0.050
n=20

03+ P=0.80,p=0.20

0& -

07 -

06—

05—

M 0@

0.4

LN

03—

02+

01+

24 43 62 81 100

Mumber of clusters
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Figure 7.6.Power curve with specified parameters.

Clicking along the trajectory we can see thatXer60, the MDES is approximately 0.36. Let’s
see what happens when we add a cluster-level ateari

Step 5: Click on R. Set R — 2 = 0.49. Figure 7spldiys the two power curves.

Fle Design Working Help
. 2-level CRT - Minimum dete 1ol x|
afn P |ple|ned k] vl @fe]x]

P
n- a0

P=080,0-020

— —P=080,p=020,R7 = 049

M 0@

LN

01+

24 43 62 81 100

Mumber of clusters

Figure 7.7 Power curve with cluster-level covariate.
Clicking along the dotted trajectory, the MDES withk 60 is 0.28, reducing the MDES by 0.08
effect size units.

The examples in this section are meant to proaidgiide to users for how to use the 2-
level CRT. We described Power vs. number of clsstBrand MDES vs. number of clustetd (
The other options function similarly, and simpla@e a different parameter on the x-axis. The
choice of which module is most appropriate depemdthe unknown parameters. However, all
modules yield the same results if identical paranseire used so the choice depends on what

module is most closely aligned with the known anknown parameters in a study.
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8.0 Three-level cluster randomized trials (3-leveCRT)

Three-level cluster randomized trials are studieshich individuals are nested within
clusters, clusters are nested within sites, aed site randomly assigned to the treatment or
control condition. For example, students are nesfédn classrooms and classrooms are nested
within schools. Suppose a team of researchersigreested in the effectiveness of a
comprehensive school reform (CSR) on math outcoiftesy decide to randomly assign schools
to either the new CSR or the current program. Tplag to test students from multiple
classrooms within each school. In this case, ssha@ the unit of randomization, but the
students are nested within classrooms which aredegthin schools making this a 3-level
CRT. The importance of including the classroom llev¢hat it allows us to examine the
variability between classrooms. If we suspect thate will be significant differences among
classrooms, or teachers, it is important to inclinie level in the design and analysis. The
additional level makes the power for a 3-level QRdre complex than for a 2-level CRT. We
begin by examining the underlying statistical madel
8.1 The model

We can represent the data from this design as persested within clusters nested within

sites.The level 1, or person-level model is:
Yie = Ty + € €k ~ N(0,0?) [8.1]
where i =1,...,npersons per cluster

j=1,...J clusters per site
k=1,...K sites

7T, is the mean for cluste¢in sitek
e is the error associated with each person

o’is the within-cluster variance.

The level-2 model, or cluster-level model, is:
Ty = Boo + Foj o ~ N ©,r,) [8.2]
where [, is the mean for sitke

r.. is the random effect associated with each cluster

0jk
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T .is the variance between clusters within sites.
The level-3 model, or site-level model, is:

Book = Vooo + Voo * Ugoc Upow = N(0,74) [8.3]
where ), is the estimated grand mean

Yoor IS the treatment effect (“main effect of treatnient

W, is 0.5 for treatment and —0.5 for control

Uy IS the random effect associated with each siteirmea

I, is the residual variance between site means.

Note that the randomization in this design occtite\ael 3.
8.2 Testing the treatment effect

The treatment effect is estimated at level 3 amteiotedy,,,. Given a balanced design,

it is estimated by:

n

Yoot =Ye-Yc [8.4]
where Ye is the mean for the experimental group

Yc is the mean for the control group.
Because of the nested structure of the data, weosemclusters and sites in order to estimate
the treatment effect. The variance of the estimaesiment effect combines the variance at all

three levels, the variance between-site megogsthe within-site or between-cluster variance,

7., and the within-cluster or between-person variamce,The variance of the treatment effect

is estimated by:

A1, +(1,+0°/n)/J]
K

If the data are balanced, we can use the resu#tsiebted analysis of variance with

[8.5]

Var(on) =

random effects for the clusters and sites andatifeffect for the treatment. The test statistic is

anF statistic. Thd- test follows a non-centré distribution,F(1, K-2; A). Below is the

noncentrality parameter for the test,which is the ratio of the squared-treatment ¢ffeche

variance of the treatment effect estimate.
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)= yg/(\)l - Koo [8.6]
Var(y,.,) Ar, +(r,+0°In)/J]
Increasing the noncentrality parameter incredsepower to detect the treatment effect.
Let's examine how the researcher can increasedheemtrality parameter to increase the power

of the test. Because this model assumes no cossyiae cannot reduce any of the variance

components s, , 7, and o?are not under the control of the researcher. Thgremaining

components of the noncentrality parameter aredhgke size and the size of the treatment
effect. The size of the treatment effect is oftasddl on theory, past studies, or a pilot study
which means the researcher cannot inflate theafitee treatment effect to increase power
without decreasing the theoretical or practicalatesions of the study. Thus increasing the
sample size is the primary option for increasirgpbwer. From equation 8.6, we can see that
increasing the number of sitds, is the most effective strategy to increase thegopfollowed
by the number of clusterd, and finally the number of persons per clugster,
8.3 Standardized notation

Thus far we have focused on the unstandardizecimddwever researchers typically
discuss standardized effect sizes. In the starmaddnodel, without loss of generality, we set the

sum of the within-cluster variance;”, the between-cluster variancg,, and the between-site
variance for the site means, , equal to 1. Since we use three components cdvegito
standardize the model, we have two intra-classetations, o.,., and p..s- The first intra-class
correlationp,,.,, COrresponds to the between-cluster varianceiveltd the total variance,

r

Pever = ———"—— . The second intra-class correlatign,,; , is the between-site variance
[, 4T, +O
. e : Iy,
relative to the total between and within site viac®, g, ., = —
z-;500 + T” to

In standardized notation, the non-centrality patami , can be rewritten as:
. Ko?
4{ lolevel3 + [plevelz + (1_ lolevelz - pleveIS) / n] / ‘]}

8.1]

whered is the standardized main effect of treatment Yooy .
\/ Tp T+ o?
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Since the total variance is constrained to 1, usktise Optimal Design can think gf_and
P as estimates of the proportion of variance at 1@vahd level 3.

8.4 Using a covariate to increase power

Often a covariate may be available to the researdthe researchers can use this
information to reduce the level-3 variability, tietbetween-site variance and increase the power
of the test. For the 3-level CRT, we restrict otiergtion to level-3 covariates. Often they are less
expensive to collect, more readily available, aad increase the precision by a similar margin
of a lower level covariate. Thus if a lower levelariate is available, we assume it is aggregated

to level-3. We also assume it has met the assungpta inclusion. Including a site-level

covariate will not effect the between-cluster viiliy, 7, or the within-cluster variabilityg?.

We useSto denote a site-level covariate in the model. pitoportion of variance explained by

the site-level covariate is defined p§00 . The remaining sections in this chapter revigst th

model, treatment effect, and standardized notatgsuming the availability of a site-level
covariate.
8.5 The model with a covariate

Levels 1 and 2 of the model with a site-level atata are identical to the level 1 and 2
equations (equations 1 and 2) for the case witbavariate. This is because inclusion of a site-
level covariate does not effect the variabilitythie lower levels in the model. The new level 3, or

site level model is:
Book = Vooo T Voo + VoozSk * Ugok Uook ~ N0, 74 ) [8.8]
Note:r, . =@- 0% )T,
where ), IS the estimated grand mean
Yoo1 IS the treatment effect (“main effect of treatnient
Yoo2 IS the regression coefficient for the level 3 aoava
W, is 0.5 for treatment and —0.5 for control
S, is the level 3 covariate
Uy IS the random effect associated with each siteirmea

T, 1S the residual variance between site means condition the site-level covariate
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Note that the level 3 variance is adjusted fordtreariate. The smaller variance will increase the
precision of the estimate thus increasing the pa#éne test.

Given a balanced design, the main effect of treatnseestimated as the difference in the
treatment and control groups adjusted for thelsite} covariate:

f’omzYE_?C_}}ooz(éE_SC)- [8-9]
The variance of the treatment effect is:

A, +(1,+0°In)/]]

- [8.10]

Var(f/om |S) =

Note that only the between-site variarce, is adjusted for inclusion of the covariate siitds

at the covariate is at the site level.
Similar to the case with no covariate, to testrtten effect of treatment we use an F-

statistic which follows a non-central F distributjd=(1,K-3, A,) where:

: :4[rﬁmls+(5ﬁ102/n)u1' [8.11]

The noncentrality parameter for the test for thenneffect of treatment looks similar to equation
6, the case with no covariate, except that thd [@variance and the estimate of the treatment
effect are adjusted for the cluster level covaribligte that reducing the variability at level 3
gives the researcher another tool for increasiegitincentrality parameter and increasing the
power. In cases when the between-site varianceuatedor a high proportion of the variance,
finding a site-level covariate that is highly cdated with the site-level outcome can be very
beneficial. It may also help reduce the numbeitessecessary to achieve a specified power,
which can reduce the cost of the study.

Following the same logic as the three level mod#t wo covariates, it is important to
standardize the model. The noncentrality paraneteressed in standardized notation is:

* 2

_ Ko
) 4{10|*evel3 + [pltevelz + (1_ pl*evelz - pl*eveB)/n] / ‘]} [812]
where
Dwvep 1S the intra-class correlation, ., = #2 or the proportion of variance

T7T + Z-ﬁoo|5 4
among clusters relative to the total variation ¢bodal on the level-3 covariate.
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* . . - * T - -
Peves IS the intra-class correlation,, ., =——2%— or the proportion of variance
T, +T7,+0
Bools n

among sites relative to the total variation comdiéil on the level-3 covariate.
o" is the standardized main effect of treatment dosehl on the level-3
o

covariatey” = —.
Tﬁools + T” to

Because the conditional standardized quantigs, , oz » andd , are frequently

unknown, the program asks the user to enter thendiitonal parameters. The program
calculates the conditional standardized valuesasdhe value the user specifies for the

percent of variance reduction at levelr, .. .

8.6 Using the Optimal Design for three-level clusteandomized trials

This section focuses on how to use the Optimal dresoftware to design a three-level
cluster randomized trial with a continuous outco®ection 8.7 presents an example. The
remaining two sections explore how to conduct agraamalysis using 1) the power
determination approach, and 2) the effect sizecgmpr.

The menu for the 3-level CRT is shown below anulwa found by clicking on the
following: Design—> Cluster randomized trials with person level outesr® Cluster
randomized trials> Treatment at level 3. In this chapter we focusamtinuous outcomes thus
the first two options are shown below.

Power on y-axis (continuous outcomes)

Power vs. cluster size)(

Power vs. number of clusters per siie (

Power vs. number of siteK)X

Power vs. effect size (delta)

Power vs. proportion of explained variation bydethree covariate (R2)

MDES on y-axis (continuous outcomes)

MDES vs. cluster sizen]

MDES vs. number of clusters per sid (

MDES vs. number of site&J

MDES vs. powerR)
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MDES vs. proportion of explained variation by letteree covariate (R2)
The first set of options present the power on taig and either the cluster size, number of
clusters per site, number of sites, effect siz@roportion of explained variation by level-3
covariate to vary on the x-axis. The second septibns present the MDES on the y-axis and
either the cluster size, number of clusters per siimber of sites, power, or proportion of
explained variation by level-3 covariate to varytba x-axis. We present an example below and
guide the user through the steps for approachiegxlample via the power determination
approach or the effect size approach.
8.7 Example

Suppose a team of researchers are interestedimgtése effectiveness of a whole school
reform model. They plan to implement the prograrnhatschool level and set up an experiment
which randomly assigns schools to either the néarmemodel or the current practice. They
suspect there may be teacher level differencelsesoflan to set up a three level study with
students nested within teachers nested within dsh®be primary outcome of interest is math
achievement. The researchers plan to test studdwtparticipate in the new program
(experimental group) and students who participatheé regular program (control group) using a
standardized reading test to determine if studesitsy the new program score higher. The
researchers have access to last yeaggdde average math test scores for each schatldRia
reveals that last years scores explain 49% of &énaton in test scores. Section 8.8 presents a
scenario in which the power determination apprdaciconducting a power analysis is most
applicable and the details of how to do the powaiysis using OD. Section 8.9 presents a
scenario in which the effect size approach is rapgticable the details of how to do the power
analysis using OD.
8.8 Power determination approach for conducting a pwer analysis

Based on past studies, the researchers expect Ebpetrcent of the variation to lie
between schools and 7 percent of the variatioretbdtween classrooms within schools. They
are interested in detecting an effect size ofadtl®.25 with adequate power. Assuming that 20
students are willing to participate in the studynireach classroom, and there are 12 teachers per

school (assume an elementary school where eadhetetsaches one class) how many schools
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(sites) are necessary to achieve power = 0.80? rHamy schools are required after including the
school-level covariate which explains 49% of theat#on in test scores?

In Scenario 1, the number of sit&s,is unknown. As a result, we want to select the
power vs. number of siteK) option. This allows the number of clusters toyalong the x-axis.
The steps for conducting the power analysis follow.

Step 1: Select Desige» Cluster randomized trials with person level outesr» Cluster
randomized trials> Treatment at level  Power on y-axis (continuous outcom#)Power vs.
number of sites) as shown in Figure 8.1.

The blank screen for Power vs. number of sikdsg in Figure 8.1.

S [=lk7]
Fle Design Help

T
o |n| 7|8 se|rE|oe]ss| kz|me|o] @ e X

Figure 8.1 Initial screen for cluster randomized trials.
The toolbar at the top includes the parametersimed|tor calculating the power: sample size
within cluster (n), number of clusters per sig éffect size ), and explained proportion of

variance by covariate. The set button asks thetosgecify the level-2 intraclass correlation,

P, and the level-3 intraclass correlatigm, . The number of siteK{ does not appear on the

toolbar because it varies along the x-axis.

Step 2: Click on n. Set n(1) = 20. By clicking o= 20, the default power curves appear.
However, we must first set the additional paransetematch the values in the particular
example before we interpret the curves.

Step 3: Click onl. SetJ(1) = 12. This is the number of classrooms per scho

Step 4: Click ord. Set delta (1) = 0.25 and delete delta (2).
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Step 5: Click on set. Sgt,= 0.07 andp,; = 0.13. The resulting power curve appears in figure

=loix|
Fle Design Help
. 3-level CRT - Power vs. number of sites (K) =10l

o n|T[8]sembleuss]  tz|nelon| @fox| x|
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Number of sites

Figure 8.2. Power curve with specified parameters.
We can see that the curve does not extend to poe80 so we need to extend the x-axis.
Step 6: Click on <x<. Set the maximum to 100. Txiereded power curve appears in Figure 8.3.
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Figure 8.3 Extended power curve.

Clicking along the power curve, we can see thab?@ schools are required for the study, 36 in
the treatment condition and 36 in the control cbadi However, we have not accounted for the
cluster-level covariate yet, which is a strategyihereasing the precision of the estimate and the
power of the study.
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Step 7: Click on R. Set’R- (2) = to 0.49. Two power curves appear as shiavfiigure 8.4.

ol x|
Fle Design Help
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Figure 8.4.Two power curves.

According to the key, the dotted trajectory is plosver curve when the covariate is included. In
this case, approximately 40 total schools are mealeeduction of 32 schools, which may
greatly reduce the cost of the study.

The example provided in this section placed timepda size on the x-axis. However, any
of the other parameters could be placed on thescamd the steps could easily be adapted to
conduct the power analysis.

8.9 Effect size approach for conducting a power argsis

The researchers conducting the study are limit&Dtschools, 30 in the treatment and 30
in the control group with 20 students per classdleon past studies, they expect about 13
percent of the variation to lie between schools @mout 7 percent of the variation to lie between
classrooms within schools. What is the MDES theaeshers can find with power = 0.807?
Assuming the school-level covariate explains 49%hefvariation in test scores, what is the
MDES?

In Scenario 2, the MDES is unknown so it makes nserese to select an option with the
MDES on the y-axis. One option is to select MDEStotal number of siteX(. This allows the
user to see how the MDES changes as a functidmegbawer holding all other parameters
constant. Using this approach is very useful bst abquires that after the MDES is determined,
the researcher consult the literature or findingaifa pilot study to determine if the MDES is

reasonable. The steps for conducting the powewysisdbllow.
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Step 1: Select Desige» Cluster randomized trials with person level outesr» Cluster
randomized trials> Treatment at level  Power on y-axis (continuous outconi2)MDES

vs. number of site( as shown in Figure 8.5.

=1olx|
Ele Desgn Working Help
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c|n| 7P |sa|rd|oslsn|  ke|ueam] @] X]

Figure 8.5.Initial blank screen of MDES vs. number of sit&$ (

Step 2: Click on n. Set n(1) = 25. By clicking oii= 25, the default power curves appear.
However, we must first set the additional paransetematch the values in the particular
example before we interpret the curves.

Step 3: Click onl. SetJ (1) = 12.

Step 4: Click orP. SetP (1) = 0.80.

Step 5: Click on set. Sgt,= 0.07 andp,; = 0.13. The resulting power curve appears in Figure

8.6.
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Figure 8.6.Power curve.
Clicking along the trajectory we can see that€or 30, the MDES is approximately 0.40. Let’'s
see what happens when we add a cluster-level edgari

Step 6: Click on R. Set’R- 2 = 0.49. Figure 8.7 displays the two power earv

» Optimal Design (=] 5|
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Figure 8.7. MDES vs. power with a covariate.
Clicking along the dotted trajectory, the MDES with+ 30 is 0.31, reducing the MDES by 0.09
effect size units.

The examples in this section are meant to proaidgiide to users for how to use the 3-
level CRT. We described Power vs. number of skgsad MDES vs. number of sités)( The
other options function similarly, and simply plazéifferent parameter on the x-axis. The choice

79



of which module is most appropriate depends orutti@mown parameters. However, all modules
yield the same results if identical parametersuaesl so the choice depends on what module is

most closely aligned with the known and unknowrepseters in a study.
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9.0 Multi-site Cluster Randomized Trials with Treatment at Level 2

A design using blocking before randomizing grooas be thought of as a multisite
cluster randomized trial (MSCRT), an extensionhaf ¢luster randomized trial. In a MSCRT,
the site is the block and clusters are randomligased to treatment and control within each site.
Sometimes the sites are natural administrativesuftt example, schools where classrooms are
randomly assigned to treatment within schools. Sones sites are formed by the researcher by
creating blocks of units that are similar. For epéanschools may be matched according to
percent of students who receive free/reduced IWtithin each match, one school is randomly
assigned to the treatment condition and one sdbabk control condition. Students are nested
within schools. As discussed in Section |, pre-tantation blocking is often employed to
increase the precision of the estimate and the pofitbe study and/or to improve the face
validity of the study.

The choice of whether to treat the site effectsaagdom or fixed affects the power. We
discuss the models assuming the sites are randentfirst followed by the models assuming
fixed site effects.

9.1 The model (assuming random site effects)
We can represent data from a multi-site clustedoanized trial as a three level model,

persons nested within clusters nested within sites.level-1 model, or person-level model is:
Yie = Ty + € €k ~ N(0,0?) [9.1]

for i0{12,...,n} persons per clustel,[1{1,2,...,J dlusters anck1{12,....K Jsites,

where 7, is the mean for clustgin sitek;

e, 1S the error associated with each person; and

o? is the within-cluster variance.

The level-2 model, or cluster-level model, is:
Ty = Booc + IBOJijk ok lo ~ N@Or7,) [9.2]
where S, is the mean for sitk
Bow 1S the treatment effect at ske

W, is a treatment contrast indicator, %2 for treatneett -%2 for the control;
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ro; IS the random effect associated with each cluated;
T, is the variance between clusters within sites.
The level-3 model, or site-level model, is:
Boo = Yooo Yoo var (Ugg, ) ~ L
Bow = Voro + Uox var (Upy) ~ 74, COV(Ugge s Uow ) = T, [9.3]
where )q,is the grand mean;
Yoro 1S the average treatment effect (“main effecreatment”);
Uy IS the random effect associated with each sitenmea
U,y IS the random effect associated with each sitdrtrent effect;
I, 1s the variance between site means;
7, isthe variance between sites on the treatmeettefind

7, 1s the covariance between site-specific meanssaeepecific treatment effects.

The random effects,, and u,, are typically assumed bivariate normal in distritait
We are interested in two quantities, the main ¢fbé¢reatmenty,,,, and the variance of the
treatment effectr, . Note that we are operating under a random effectsel. In a fixed effects
model, the variance of the treatment effegt, would be 0.
9.2 Testing the treatment effect

The average treatment effect is denotegtgsin level 3 of the model. Given a balanced

design, it is estimated by

Voo =Ye-Y, [9.4]

where Ye is the mean for the experimental group afdis the mean for the control group.
Note that the estimated main effect of treatmeokddike that in the cluster randomized

trial except that now we are summing over cluséeid sites. Thus the variance of the treatment

effect is slightly different than in a cluster ramdized trial. It is estimated by (Raudenbush &

Liu, 2000)
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1, tMr,+0%In)/J
" .
The main difference between the variance of thetitnent effect in a multi-site cluster

var(yy,,) = [9.5]

randomized trial and that in a cluster randomized is that we now have four sources of
variability, the within-cluster varianceg?®, the between-cluster variance or within-site vareg
7., the between-site variance, , and the between-site variance in the treatméettet , .

If the data are balanced, we can use the resutiefted analysis of variance with

random effects for the clusters and sites and feféetts for the treatment. Similar to prior tests,
the test statistic is dn statistic. Thd- test follows a non-centréd distribution,F(1, K-1; A).

Recall that the noncentrality parameter is a ratithe squared-treatment effect to the variance
of the treatment effect estimate. Below is the eoi@lity parameter for the test.

A= yglo — Kyglo [9.6]

o + +0° '
var(y,,,) I, A1, +0°In)/J

Recall that the larger the non-centrality parameter greater the power of the test. By
looking at the formula, we can see tKathe number of sites, has the greatest impact on the
power. It is especially important to have a laikgi there is a lot of between-site variance.
Increasing) also increases the power but is not as imporskit d becomes more important if
there is a lot of variability between clusters.dHy, increasingh does increase the power, but
has the smallest effect of the three sample simeseasingn is most beneficial if there is a lot of
variability within clusters. In addition t, J, andn, a larger effect size increases power. Note

thatr , , the between-site variance of the treatment efégears in the denominator of the non-

centrality parameter. As mentioned above, if theavee of the treatment effect across sites is
large, it is particularly important to have a largenber of sites to counteract the increase in
variance in order to achieve adequate power. Howéwhe variability of the impact across
sites is very large, the average treatment effest not be informative.

Thus far, we have focused on the unstandardizetbra effects model for a multi-site
cluster randomized trial. In a multi-site clustandomized trial, we need to think about the
standardized effect size and the effect size vaéitiablrhe magnitude of the effect size
variability depends on the desired effect size.&@mple, an effect size variance of 0.10 is the

same as a standard error of approximatéyo = 0.31. If a researcher desires a minimum
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detectable effect of 0.20, a standard error of 868ms too large and would indicate a lot of
uncertainty in the estimate. For an effect siz6.80, an effect size variance of 0.01 (or standard
error of 0.10) seems more reasonable. Sectionrs2pts the standardized notation.
9.3 Standardized notation

In standardized notation, the non-centrality partame ,can be rewritten as:

Kyglol(rrr + 02) _ K &2
1, tAT,+0In)I(1,+0%) oi+4p+@A-p)/n]/I

[9.7]

where the intra-cluster correlatiop,, is:

T

j— T

7 +0?
or the variance between clusters relative to thed®n and within cluster variation within

blocks; 0 is the standardized main effect of treatment,

5= Yoo
(T, +0°

and o is the variance of the standardized treatment gffec

2 Tﬁn 5
0'5— 5
T”+0'

9.4 Using a covariate to increase power

In addition to blocking, researchers may also rduster-level covariates available. The
cluster-level covariate in a multi-site randomizedl functions similarly to the cluster-level
covariate in a cluster randomized trial. Recalt theluding a cluster-level covariate influences
the power of the test depending on the strengtheotorrelation between the covariate and the

true cluster mean outcome, or how much of the taditiain the true cluster mean outcome is

explained by the covariate. The proportion of exmd variability is denoted?xz,,D . The larger
,of%, the smaller the conditional level 2 variancg, , relative to the unconditional level 2

variance,T

1 &

and the greater the benefit of the covariateangasing precision and power.

9.5 The model with a cluster-level covariate

® The Optimal Design asks for slightly different aareters than those presented in the non-centpaligmeter in
equation 7. The Optimal Design asks to user toréheebetween cluster variance prior to blocking Hre percent
of variance explained by blocking. It calculates garameters in equation 9.7 within the program.
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The level 1 model for a multi-site cluster randped trial with a cluster-level covariate
looks the same as the level-1 model for a reguldti+site cluster randomized trial (see equation

9.1). The level 2 model looks slightly differentdagse it includes the cluster level covariate. It

IS written as:

Ty = Book + BoacWi + Boae X e + o Foge ~ N0, 7,,) [9.8]

Note:7,,, = (1- 05, )7,

where S, is the adjusted mean for ske

Doy is the adjusted treatment effect at &jte

B is the regression coefficient for the cluster-lesavariate at sité;

W, is 0.5 for treatment and —0.5 for control;

X is the cluster level covariate, typically centetedhave mean O;

ro IS the random effect associated with each cluated;

T4 IS the residual variance conditional on the clukteel covariateX , .
Note that the between cluster variance is now iduakvariance conditional on the cluster-level
covariate X, .

The level 3 model is now:

Boa = Vooo T You Uok ~NO 75 ) [9.9]
Bk = Vorot Uox Uoe ~N(©O,74,)
Box = Voo

where y,, is the grand mean;
Yo10 IS the average treatment effect (“main effecrefitment”);
Y020 IS the regression coefficient for the cluster-les@variate, which is assumed

constant across sites;

Uy IS the random effect associated with each sitenmea
Uy Is the random effect associated with each sitgrtrent effect;

T,,1S the residual variance between site means; and

85



rﬁnis the variance between sites on the treatmentteffe

Because of the randomization, the true treatmdectef not influenced by the covariate.
Thus it is not necessary to have a conditionakvae for the between-site variation in the
treatment effect. Note that we are also fixingdlherage regression coefficient for the cluster-
level covariate.
9.6 Testing the treatment effect (Including a clugr-level covariate)

The estimate of the main effect of the treatmenbanting for the cluster-level covariate

}7010=YE—?C—}A/020(>_(E—>_(C). [9.10]
In words, it is the mean difference adjusted fer tileatment group differences on the covariate.
To test the main effect of treatment we use arafssic which follows a non-centré&l

distribution, F (LK =1 A,) where:

2
= Vo [9.11]
Ty tM1, +07 NI

X

This formula for the noncentrality parameter losksilar to the noncentrality parameter without
the covariate except that the estimate of thertreat effect is calculated differently and the
between cluster variance is now a conditional vexea
Following the same logic as the multi-site clusgerdomized trial with no covariate, we
can standardize the parameters. The non-centpaigmeter expressed in standardized notation
is:
Ko™

A = . ; 9.12
T oZ+4p "+ 1= pY) /] [912]

where o the intra-cluster correlation,

* Tﬂ'IX
p=—"r,
me+0'

or the conditional variance between clusters natad the between and within cluster variation

within blocks: o” is the standardized main effect of treatment doorthl on the covariate,

J = Yo10 _ ;
T tO0
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and o7 is the variance of the standardized treatment eff@editional on the covariate,

s,

— -
T ix +0

o5 =
Because the conditional standardized quantitiadtneg from inclusion of a covariate

are frequently unknown, the program asks the wsenter the unconditional
parametersp, d,and g; . The program calculates the conditional standettizalues based on

the input.
9.7 Testing the variance of the treatment effect

Recall that in a fixed effects model we assumerdstment effect to be homogeneous
across the sites. Thus the tests described isdicison are only applicable under the random
effects model where we assume the treatment etiadomly varies across the sites. To quantify
this difference, we estimate the variance of thattnent effect across the sites. The design, with
treatments randomized to clusters within sitesyadlus to estimate this variability. If it is very
large, it may be hiding the true treatment efféc. example, imagine a multi-site cluster
randomized trial that reports a treatment effed@.@B. The researchers claim that the new
reading program improves scores by 0.23 units. Wewehey fail to report that the standardized
treatment effect variability across sites is 0.B@e high variance suggests that some types of
schools benefit from the program while other typeschools actually suffer from the program.
For example, there may be a differential effectdmation, where rural schools that adopt the
program see positive effects but urban schoolsatiapt the program see negative effects. Thus
the researchers would need to investigate modgratia characteristics. Reporting the average
treatment effect alone may be very misleading anmbt recommended.

Because the variance of the treatment effecttisarin determining the interpretation of
a treatment effect estimate, it is important tabke to detect the treatment effect variabilityhwit
adequate power. The remainder of this section deschow to calculate the power for the
variance of the treatment effect using standardixedtion.

The null and alternative tests for the treatmdietce variability are:
H,:0:=0

H,:05>0.
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The null hypothesis states that the variance ofrregment impact across sites is 0, whereas the
alternative hypothesis states that it is great&n th The test for the variance of the treatment
effect is arF test. The= statistic (Raudenbush & Liu, 2000):

0".2
g +MT,+—)1
F= .| : [9.13]

At +7 )13
n

Note that the average effect size is not a pattt@talculation, thus the power is based on the
number of sites, the number of clusters per sifethe number of people per clusterthe
effect size variabilityr, and the intra-cluster correlatiop, TheF statistic follows a centrat
distribution with df =K-1, K(J-2). The ratio of the expectation of the numeraahe
expectation of the denominator, in standardizedtrant, is
2

1+ J%; :

4 p+@1-p)/n]

Under the null hypothesis, we expexfto be 0, thue. =1. As g increasess gets larger,

[9.14]

increasing the power of the test. Thus the numbelusters within each site is critical for
increasing the power to detect the variance ofregment effect across sites. As the number of
clusters within each site increases, so does thepm detect the variability of treatment effects.
IncreasingK also increases the power, through the degreeseddm, but is not as important as
increasingl. Note that this is the opposite of what we foumthie case of power for the
treatment effect, whei¢ is the most significant factor in increasing powadJ is less

important.

Looking at equation 9.14, we can see that it welldifficult to achieve adequate power to
detect small values of?, like 0.01 unless is extremely large, which is unlikely. This is reot
major problem because our primary concern is talide to detect larger treatment effect
variability since small values will not influendeetinterpretation of the treatment effect.

9.8 The fixed effects model
The fixed effects model is identical to the randeffects model with a crucial exception:

the site-specific contributions,, and u,, are designated as fixed constants rather than nando

variables.
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The level-1 and level-2 models are identical toagiquns 9.1 and 9.2 in the random

effects case. The level-3 model, or site-level nhexle

Box = Yoo+ Yo

Box = Voot Uox [9.15]
where IS the grand mean;

Yo10iS the average treatment effect (“main effect eatment”);

Uy, fOr k0{2,2,...,K} , are fixed effects associated with each site meamstrained to

have a mean of zero; and

Uy , for kO {2,2,...,K} , are fixed effects associated with each treatrbgraite

interaction, constrained to have a mean of zero.

We are interested in two kinds of quantities, tteemeffect of treatmeng,,,, and the

fixed treatment-by-site interaction effeatg, , for k0 {12,...,K} .

9.9 Testing the average treatment effect

We can use the results of a nested analysis @naa with random effects for the
clusters and fixed effects for sites, treatmermid, gite-by-treatment interaction. Similar to prior
tests, the test statistic is Brstatistic. Thd- test follows a non-centré distribution,F(1, K(J-

2); A). Recall that the noncentrality parameter is aratithe squared-treatment effect to the
variance of the treatment effect estimate. Belothhésnoncentrality parameter for the test.

2
= % . [9.16]
Recall that the larger the non-centrality parameter greater the power of the test. By
looking at the formula, we can see tKat the total number of clusters, has the greatestéinpa
on the power. Finally, increasimgdoes increase the power, but has the smallest eff¢he
three sample sizes. Increasmg most beneficial if there is a lot of varialyjlivithin clusters. In
addition toK, J, andn, a larger effect size increases power. Note thhiteithe case of the

random effects modet, , the variance of the treatment effect, does npeapin the

denominator of the non-centrality parameter. HowgW¢he variation of the treatment effects
across sites is large, the average treatment effagtnot be informative because it may not

characterize the treatment effect in any given Sleetion 9.10 discusses the test of the variation
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site by treatment effect variation under the fixdi@cts model. If the treatment effects vary
across sites with a fixed effects model, the méfeceof treatment is interpreted with great
caution.

In the fixed effects standardized model, the namtyedity parameterA, can be rewritten

in terms of the standardized model:

_ KJo?
Ap+Q@A-p)/n]

where p is the intra-cluster correlation ,

(see footnote 5) [9.17]

T

—_ s

r, +o?’

or the variance between clusters relative to theden and within cluster variation within

blocks; andod is the standardized main effect of treatment,
g=_ Yoo :
T, +0°
9.10 Testing site-by-treatment variation in the cotext of a fixed effects model.
Operationally, the test of the site-by-treatmeariation in the case of the fixed effects
model is identical to that in the case of the randdfects model (see Section 6.6 “Testing the
Variance of the Treatment Effect”). The null hylpesis, however, differs. Recall that in the
case of the random effects model we test
Ho:Tp, =0
or for the standardized random effects model, \st te
A, :0;=0.
However, in the fixed effect model, the site-sfiedreatment effects are fixed constants
rather than random variables. Thus we have, imtimestandardized model

Ho 1Y Uy =0.

K
k-1

As in the random effects case, we test this hysithesing

F[K _:L K(J _2)] — MS treatmentsby site )

MS within cell
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When theF test indicates rejection dfl ,, one emphasizes the estimation of site-specific

treatment effects (also known as “simple main a$fee see Kirk (1982), p. 365) or post hoc
procedures designed to identify subsets of sitew/lfiich the treatment effect is homogeneous
(see Kirk (1982), p. 317).

9.11 Using Optimal Design for the multi-site clusterandomized trials (MSCRT)

The menu for the MSCRT is shown below and carobed by clicking on the following:
Design—> Cluster randomized trials with person level outesr» Multi-site (or blocked)
cluster randomized trial® Treatment at level 2. In this chapter we focusomntinuous
outcomes thus the first two options are shown below
Power on y-axis (continuous outcomes)

Power vs. cluster size)(

Power vs. number of siteK)X

Power vs. number of clusters per siie (

Power vs. intraclass correlatigp) (

Power vs. effect size (delta)

Power vs. effect size variability

Power vs. proportion of explained variation bydetwo covariate (R2)

MDES on y-axis (continuous outcomes)

MDES vs. cluster sizen]

MDES vs. number of site&}

MDES vs. number of cluster per sith (

MDES vs. intraclass correlatiop)(

MDES vs. powerR)

MDES vs. effect size variability

MDES vs. proportion of explained variation by leto covariate (R2)

The first set of options present the power on tHaig and either the cluster size, number of
clusters per site, number of sites, interclassetation, effect size, effect size variability, or
proportion of explained variation by level-2 cowde to vary on the x-axis. The second set of
options present the MDES on the y-axis and eitheictuster size, number of clusters per site,

number of sites, intraclass correlation, powerdfsize variability, or proportion of explained
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variation by level-2 covariate to vary on the xsaXlVe present an example below and guide the
user through the steps for approaching the exawiglde power determination approach or the
effect size approach.
9.12 Example

Suppose a team of researchers develop a new litpragram. The founders of the new
program propose that students who participatearptbgram will have increased reading
achievement. They propose a three-level designstittients nested within schools within
districts and they want to block by district. Tigtwithin each district, half of the schools will
be randomly assigned to the new program and haftfe@urrent program. They plan to test
students who are in classrooms that participatea@mew program (experimental group) and
students who are in classrooms that participatbamegular program (control group) in each of
the schools using a reading test to determineidfesits using the new program score higher.
9.13 Power determination approach for conducting @ower analysis

Based on past studies, the researchers expect 2bpetrcent of the variation in the
outcome to be between schools (prior to blockiBg)blocking on district, the researchers
expect to explain 40% of the variation in the ounteovariable. They are interested in detecting
an effect size of at least 0.25 with adequate poAgsuming that they plan to test 200 students
per school and have secured 10 schools per djstdet many districts (sites) are necessary to
achieve power = 0.80? Assume the researcherstarested in generalizing to a broader
population of districts thus they treat the distrias random effects and assume an effect size
variability of 0.01. Suppose the researchers haeess to a school level pre-test that explain
about 49% of the variation in post-test scores. Huamy districts are required after including
the school-level covariate?

In Scenario 1, the number of sit&s,is unknown. As a result, we want to select the
power vs. number of siteK) option. This allows the number of sites to vaing the x-axis.
The steps for conducting the power analysis follow.
Step 1: Select Desige» Cluster randomized trials with person level outes» Multi-site (or
blocked) cluster randomized trials Treatment at level 2 Power on for treatment effect on y-

axis (continuous outcomey Power vs. number of siteK)as shown in Figure 9.1.
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Figure 9.1. Initial screen for cluster randomized trials witlocking.

The toolbar at the top includes the parametersiredjfor calculating the power: sample size
within cluster (n), number of clusters per silg éffect size §), effect size variability ¢7),

intraclass correlationp), percent of variance explained by blocking, @)d explained
proportion of variance by covariate (R). The numitifesites K) does not appear on the toolbar
because it varies along the x-axis.

Step 2: Click on n. Set n(1) = 200. By clickingmfi) = 200, the default power curves appear.
However, we must first set the additional paransetematch the values in the particular
example before we interpret the curves.

Step 3: Click onl. SetJ(1) = 10. This is the number of schools per distric

Step 4: Click ord. Set delta (1) = 0.25.

Step 5: Click ono;. Set sigma2d = 0.01. Setting the effect size tdiiy greater than 0
assumes random site effects.

Step 6: Click omp. Set rho (1) = 0.25.

Step 7: Click on B. Set B(1) = 0.40. This defines percent of variance explained by blocking

on district. The resulting power curve appearsigufe 9.2.
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Figure 9.2.Power curve.

Clicking along the power curve, we can see thadiRicts are required for the study. Within
each district, we randomly assign 5 schools tdrggtment condition and 5 schools to the
control condition. Let’s see what happens whenmnetide the school-level covariate.

Step 8: Click on R. Set R2 — 2 equal to 0.49. Twwér curves appear as shown in Figure 9.3.

 Optimal Design =10 x|
Ele Design Hep
- 3-level MSCRT(treatment effect) - Power =[Ol x|

aln|1]8]sip|Blsfodes] Leselw]afs]x]

~—ezoT

@

" 14 7 20

Number of sites

Figure 9.3. Power curves.
According to the key, the dotted trajectory is plosver curve when the covariate is included. In
this case, approximately 8 districts are neededdaction of 4 districts and 40 schools, which

may greatly reduce the cost of the study.
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If we were not interested in generalizing to géarpopulation of districts, we could

consider the districts as fixed effects. In thisegave would setr;= 0.

i
Fle Design Working Help

RI-IET
|1 ]3]0 |Bl[seles]  Le[velm| s [se]x]

—ozo0m

6 3 12 15 18

Total number of sites Curves with G? setto 0.0 are
curves for the fixed effects model.

Figure 9.4 Fixed effects power curve.
Clicking on the curve reveals that 5 or 8 siteshwind without a covariate, are required for
power = 0.80. The number of required sites decezaben the sites are treated as fixed effects.

The example provided in this section placed thalmer of districts on the x-axis.
However, any of the other parameters could be glacethe x-axis and the steps could easily be
adapted to conduct the power analysis.
9.14 Effect size approach for conducting a power atysis

Based on past studies, the researchers expect 2bpetrcent of the variation in the
outcome to be between schools (prior to blockiBg)blocking on district, the researchers
expect to explain 40% of the variation in the ounteovariable. The researchers have secured 8
districts (sites), 10 schools per district, and &@@lents per school. What is the MDES? Assume
the researchers are interested in generalizingptoader population of districts thus they treat
the districts as random effects and assume anteitexvariability of 0.01. Suppose the
researchers have access to a school level prirtgstxplain about 49% of the variation in post-
test scores. What is the MDES after including theaciate?

In Scenario 2, the MDES is unknown so it makes nserese to select an option with the
MDES on the y-axis. One option is to select MDEStotal number of sitek(. This allows the

user to see how the MDES changes as a functidmegbawer holding all other parameters

95



constant. Using this approach is very useful bst abquires that after the MDES is determined,
the researcher consult the literature or findingaifa pilot study to determine if the MDES is
reasonable. The steps for conducting the powewysisdbllow.

Step 1: Select Desige» Cluster randomized trials with person level outes» Multi-site (or
blocked) cluster randomized trials Treatment at level 2 MDES for treatment effect on y-

axis (continuous outcomey MDES vs. total number of site)as shown in Figure 9.5.

» Dptimal Design (=] ]
Fle Design Working Help
- 3-level MSCRT{treatment eff: =1

afn|T[P [ai| p[Brd s o] nefon] @ [a] X]

Figure 9.5.Initial blank screen of MDESs. total number of siteK}

Step 2: Click on n. Set n(1) = 200. By clickingmfi) = 200, the default power curves appear.
However, we must first set the additional paransetematch the values in the particular
example before we interpret the curves.

Step 3: Click onl. SetJ (1) = 10.

Step 4: Click orP. SetP (1) = 0.80.

Step 5: Click ono;. Set sigma = 0.01

Step 6:. Click orp. Setp=0.25.
Step 7: Click on B. Set B = 0.40. The resulting powurve appears in Figure 9.6.
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Figure 9.6. Power curve with specified parameters.

Clicking along the trajectory we can see that for B, the MDES is approximately 0.32. If the
literature suggests that an effect size of 0.26ase likely, clicking along the curve for an effect
size of 0.25 reveals that the study will need i@ssil et’'s see what happens when we add a
cluster-level covariate.

Step 8: Click on R. Set R — 2 = 0.49. Figure 9spldiys the two power curves.

» Optimal Design =10l x|
Bie Design working Help
. 3-level MSCRT(treatment effect) - Minimum de 1Ol x|

afn|T[P [ai| p[Brd s o] nefon] @ [a] X]

o= 0050
n=200
04+ J=10

P=10.60,p= 025520010, B=0.40

— — = 01.80,0= 025,520 010,B=0.40, A2,

0 0@
o
w
I

@ -

8 " 14 17 20

MNumber of sites

Figure 9.7. Power curve with covariate.
Clicking along the dotted trajectory, the MDES with= 8 is 0.24, reducing the MDES by 0.07
effect size units.

9.15 Power for effect size variability
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Thus far we have focused on power calculationshfertreatment effect in a random
effects model. Researchers may also be interestix ipower for effect size variability. Recall
that if the effect size variability is large, thhedtment effect may be meaningless and it is
important to investigate moderating effects to akpthe variability in effect sizes. As a result, i
is important to be able to detect the effect semeability with adequate power. For example,
recall the literacy program. The researchers pmposiocked design with students nested within
schools which are blocked by district. They exg@edtstricts, 10 schools per district, and 200
students per school. They expect blocking to erpd@i% of the variability in the outcome. They
plan to test students who are in schools thatgypatie in the regular program (control group)
and students who are in classrooms that participatee new program (experimental group) in
each of the participating schools using a readasg They want to know the power to detect the
variability in the effect sizes across sites. Assighan intraclass correlation of 0.25 and
explained variation by covariate of 0.49, what pode the researchers have to detect an effect
size variability of 0.017? of 0.05?

Step 1: Select Desige» Cluster randomized trials with person level outese» Multi-site (or
blocked) cluster randomized trials Treatment at level 2 Power for effect size variability on
y-axis (continuous outcomey Power vs. effect size variability. The blank sorésin Figure
9.8.

=[O
Fle Desgn Working Help

ISCRT(effect si =10l x|
aln|1[K|p[B|n|s]ud  |2|uelm|a]s|X]

Figure 9.8.Initial blank screen for power vs. effect size.
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The primary difference on the toolbar is that thisreo effect sizej, because the effect size is
not a part of the calculation.

Step 2: Click on n. Set n(1) = 200.

Step 3: Click onl. SetJ(1) = 10.

Step 4: Click orK. SetK(1) = 8.

Step 5: Click omp. Set rho (1) = 0.25.

Step 6: Click on B. Set B = 0.40.

Step 7: Click on R. Set R = 0.49. The final curaesin Figure 9.9.

~oix
Fle Design Help

HEE
aln|7[K|p|B|nfoe| ke|rl=]a[w]x|

a=0.050
n=200
J=10
K=8

p=0.25B=0.40

- 0,25 B= 2
— —pr 025 B=040 R, 0.40

—eso0T

rTTr T T T T T T T T T T T T 7T 1T T T
0.08 on 0.14 0.17 020

Effect size variability

Figure 9.9 Power to detect an effect size with variability.
Figure 9.9 reveals that the power to detect arceffize variability of 0.01 is less than 0.05. We
can change the scale of the x-axis to get the gaer.

Step 8: Click on <X<. Set minimum = 0.001. The newves are in Figure 9.10.
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Figure 9.10. Power curve.

Clicking along the dotted trajectory reveals powkapproximately 0.12 for an effect size
variability of 0.01. Although the power is very dind is not particularly problematic because
an effect size variability of 0.01 is so smallgtunlikely to change the meaning of the treatment
effect. The power to detect an effect size vanghdf 0.10 is about 0.77, which is much higher

and important because an effect size variabilit.@D could mask the true treatment effect.
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10.0 Multi-site cluster randomized trials with Treatment at Level 3

A trial with 4 levels in which level 4 representetblocks or sites can be thought of as a
multi-site cluster randomized trials with 4 levefar example, suppose that students are nested
within classrooms, nested within schools, nestedimwidistricts. Within each district, the schools
are randomly assigned to either the treatment irab In other words, the districts are blocks
so this is a multisite cluster randomized trialhnat total of four levels. This chapter focuses on
power for the treatment effect. We distinguish kestw fixed and random site effects and begin
with the models for treating sites as random es$fe&tthough the variance of the treatment effect
is important, the tests for this are not includethis chapter or in the current version of Optimal
Design.
10.1The model (assuming random site effects)

Data from a four-level multi-site cluster randoedzrial can be written as a four level

hierarchical model. The level-1 model is:

Yia = T € &a ~ N 0,0% [10.1]

for i0{12,...,n} persons per classroon[1{12,...,J} classrooms per schod,1{12,...,K}
schools per site, and1{12,...,L} sites,
where 71, is the mean for classroonin schook in sitel;

g. IS the error associated with each person; and

o? is the within-classroom variance.
The level-2 model is:

Thjg = Booa + 1o il o ~ N@Or,) [10.2]
where [y, is the mean for schoélin sitel;

foj 1S the random effect associated with each classyand

T, is the variance between classrooms within schools.

The level-3 model with a school-level covariate is:

Booa = Yooa * YoosWoaa * Yoo Uggq ~ N (0, 74) [10.3]
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where ),y is the mean for school [
Yoo1 1S the treatment effect at school |;
W, is the indicator variable where -1/2 representsctherol group and ¥z represents the

treatment group;

Uyg IS the random effect associated with school; and
I,is the variance between schools within sites.

The level-4 model is:

Yo0a = Toooo T Soa var(sy,) ~ N (@O, Tyooo)

- ’ 10.4
Yoo1 =/Too10™ S var(y,) ~N@Or7, ) | |

where 77,,0,iS the grand mean;

o010lS the average treatment effect;

SoolS the random effect associated with each site mean

So1iS the random effect associated with each sitérreat effect;

T,0001S the variance between site means;

T,.1,iS the variance between sites on the treatmenttetiad

T,00,1S the covariance between site-specific means iexdecific treatment effects.
The two quantities of interest are the main eftddteatment/},,,,, and the variance between
the sites on the treatment effec},;,. The variance of the treatment effect functiomsilsirly to

the case of the three-level multi-site cluster manited trial and is not discussed here.
10.2Testing the treatment effect

Given a balanced design, the average treatmestte$f estimated by:

N

Moo =Ye=Yc [10.5]

where YEe is the mean for the experimental group &fdis the mean for the control group.
The variance of the treatment effect is approxityate
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rym+4{[rﬂ +(r,+a* In)/J]/ K}
1 :
If the data are balanced, we can use the resu#tiebted analysis of variance with

Var(7oo10) = [10.6]

random effects for the classrooms, schools, aed,siind fixed effects for the treatment. The test
statistic is an F statistic. When the null hypoibésfalse, the F statistic follows the non-cehtra

F distribution, F(1L-2; A). The non-centrality parameter is shown below:

= L,7§010
! Ty111+4{[fﬁ+(rﬂ+02/n)/\)]/K} ' [10.7]

Recall that the greater the non-centrality paraméte greater the power of the test. From
equation 6.7, it is clear that the number of dites the greatest affect on the non-centrality
parameter followed by the number of schools, ctamsis, and finally students.
10.3Standardized notation

In the standardized model, the between-site vagigsmoeemoved and the sum of the level-
one, level-two, and level-three variances is sdt t8imilar to the three-level cluster randomized

trial, there are two ICC’'sp,,pand O e - The first ICC, O.p, COrresponds to the between-

. . . . 4
classroom variance relative to the between andnvgbhool variancep,, ., = 2

—r—.
[,+T,; +0
The second ICCp,,;, corresponds to the between-school variance vel&i the between and

T

within school variancep,, ., = —/’2 . The standardized main effect of treatménis
I,+1z+0
o= Mowio , and the variance of the standardized treatméettetr?, is
T, +T, t0°
T _ :
ol = # The non-centrality parametet, can be rewritten as:
I, +1,+0
LI
/1 0010 6 [108]

B 0’; + 4{10Ievel3 + [plevelz + (l_ IOIeveB _plevelz / n)/‘]]/ K} .

10.4The model with a level-3 covariate

® The Optimal Design asks for slightly different aareters than those presented in the non-centpaligmeter. The
Optimal Design asks the user to enter the varianogponents prior to blocking and the percent oiarare
explained by blocking and calculates the paramdterthe noncentrality parameter within the program
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The level-1 and level-2 models remain the samewieadd a level-3 covariate. The

level-3 model with a school-level covariate is:
Booa = Yooa T YoorWooa Yooz Soaa + Uoa Ugq ~ N(0,74.) [10.9]
Tgs = U= 0%, )75
where ),y is the mean for school [
Yoo1 IS the treatment effect at school |;

Yooz 1S the regression coefficient for the school-lex@lariate, which is assumed

constant across sites;

W, is the indicator variable where -1/2 representsctherol group and ¥z represents the

treatment group;

Uy IS the random effect associated with school,

Py, IS the correlation between the school-level cotaréand the school-level mean;
I,is the variance between schools within sites; and

T sis the variance between schools within sites camht on the school-level covariate.

The level-4 model is:

Yooa = Toooot Sooa var(Sy,, ) ~ N(O,7
000l '

)
_ . ¥000 10.10
Yoo1 _’70010 Soo1 var(Sooj,) ~N (O’ Tyon) [ ]
Yooa = o020

where 7],,00iS the grand mean;
Noo10lS the average treatment effect;
Noo20lS the average effect of the regression coefficient
SoolS the random effect associated with each site mean
So1iS the random effect associated with each siténrest effect;
T,0001S the variance between site means;
7,.,,iS the variance between sites on the treatmenttetiad
T,00,1S the covariance between site-specific means i@dgecific treatment effects.

10.5Testing the treatment effect (including a leved covariate)
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The average treatment effect is estimated by:
Moot = YE=Y = o50(Se~ Sc) [10.11]

where Ye is the mean for the experimental group;
Yc is the mean for the control group;
Seis the covariate mean for the experimental grong; a

Scis the covariate mean for the control group.

If the data are balanced, we can use the resu#tsiebted analysis of variance with
random effects for the classrooms, schools, aed,siind fixed effects for the treatment. The test

statistic is an F statistic. When the null hypoibésfalse, the F statistic follows the non-cehtra

F distribution, F(1L-1; A,). The non-centrality parameter is shown below:

/15 - Ll7§010 ) [1012]
Tt AT + (1, +0%IN)/J)/K)

We can rewrite 10.12 in standardized notation Hevis:

1 = . L 5010

_ . - . _ — 10.13
) 0-52 + 4{plevel3 + I-plevelz + (1_ pleve|3 - 'Olevelz / n) / JJ/ K} [ ]
where p’ :#Zis the conditional level two ICC,;
level2 T” + Tﬁls + 0—
x r . .
p = % Is the conditional level three ICC,;

level3 Z—” + Tﬂls + 0—

o = Moo is the standardized main effect of treatment camdtid on the
Tt Tt 07

covariate; and

* T - - - -y
o7 = # is the variance of the standardized treatment eti@editional on
T, +tTy tO
Bis

the covariate.
10.6 The fixed effects model
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The fixed effects model is the same as the ranelidect model except that the site-

specific effects are fixed constants instead ofloam variables. The new level-4 model is:

Yooa = Toooo T Sooa
Y001 = Too10* Soo1 [10.14]

Yooa =1ooz20

where 7],,0,iS the grand mean;
Noo10lS the average treatment effect;
Noo20lS the average effect of the regression coeffigient
Soq » are fixed effects associated with each site meamstrained to have a mean of

zero; and

S are fixed effects associated with each site treatraffect, constrained to have a

mean of zero.
Similar to the three-level multi-site cluster rantized trial, the main effect of treatment,

o010, @nd the fixed treatment-by-site interaction effes, , are of primary interest.

10.7 Testing the average treatment effect
If the data are balanced, we can use the resu#tsiebted analysis of variance with

random effects for the classrooms and schoolsiaed &ffects for sites, treatments, and site-by-
treatment interaction. Similar to prior tests, thst statistic is aR statistic. The- test follows a
non-centraF distribution,F(1, L(K-2); A). Recall that the non-centrality parameter is & raft

the squared-treatment effect to the variance ofrement effect estimate. Below is the non-

centrality parameter for the test in standardizattion without a school-level covariate:

2
A= L 9010 (see footnote 6) [10.15]
4{plevel3 + [plevelz + (1_ Iolevel3 - plevelz / n) / J]/ K}
where p = #2 is the variance between clusters relative to #teveen and within

level2 - Z—” + Tﬂ + 0—

school variation within;
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r , , : L
p,  =———7"—— is the variance between schools relative to tieden and within
R S g

s

school variation within blocks; and

o = Tooso is the standardized main effect of treatment.

2
T T, +0

Adjusting for the covariate reveals:

Lo
A== - . T [10.16]
4{pleveB + I-plevelz + (1_ pleveB - plevelz / n) / JJ/ K}
where p = #2 is the variance between clusters relative to #teveen and within

level2
T+l +0
school variation within blocks conditional on threheol-level covariate, S;

* T . - - - -
P, = % is the variance between schools relative to theden and within
ievel T” + T + 0-
Bls

school variation within blocks conditional on treheol-level covariate, S; and

5 = Moo10
2
JTo+T, +0

school-level covariate, S.

is the standardized main effect of treatment domthl on the

Note that unlike the case of the random effectsehodq, the variance of the treatment effect,

does not appear in the denominator of the non-agkilytparameter. However, as in the case of
the random effects model, if the variation of treatment effects across sites is large, the
average treatment effect may not be informative.

10.8 Using Optimal Design for multisite cluster radomized trials (4 level model)

The menu for the MSCRT with treatment at leves3hown below and can be found by
clicking on the following: Desigr> Cluster randomized trials with person level outesr»
Multi-site (or blocked) cluster randomized triads Treatment at level 3.

Power for treatment effect on y-axis

Power vs. cluster size)(

Power vs. number of clusters per schddl (

Power vs. number of schools per sk (

Power vs. total number of sitds) (
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Power vs. effect size (delta)

Power vs. proportion of explained variation bydetwo covariate (R2)
MDES fr treatment effect on y-axis

MDES vs. cluster sizen]

MDES vs. number of clusters per schabl (

MDES vs. number of schools per sik (

MDES vs. total number of sitek)(

MDES vs. powerR)

MDES vs. proportion of explained variation by let@o covariate (R2)
The first set of options present the power on Haig and the second set of options presents the
MDES on the y-axis. We present an example belowgande the user through the steps for
approaching the example via the power determinatpproach or the effect size approach.
10.9 Example

Suppose a team of researchers develop a new litpragram. The founders of the new
program propose that students who participatearptbgram will have increased reading
achievement. They propose a four-level design stiidents nested within classrooms within
schools within districts and they want to blockdistrict. That is, within each district, half ofeth
schools will be randomly assigned to the new pnogaad half to the current program. They
plan to test students who are in classrooms théitymate in the new program (experimental
group) and students who are in classrooms thatyate in the regular program (control group)
in each of the schools using a reading test taehéte if students using the new program score
higher.
10.10 Power determination approach for conducting @ower analysis

Based on past studies, the researchers expect 2bpatrcent of the variation in the
outcome to be between schools and 10 percent betideeen classrooms within schools (prior to
blocking). By blocking on district, the researchexpect to explain 40% of the variation in the
outcome variable. They are interested in detecmgffect size of at least 0.25 with adequate
power. Assuming that they plan to test 20 studpetxlassrooms and have secured 8 classrooms
per school and 8 schools per district, how mantiyidis (sites) are necessary to achieve power =
0.80? Assume the researchers are interested imajieimg to a broader population of districts

thus they treat the districts as random effectsamstime an effect size variability of 0.01.
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Suppose the researchers have access to a schelghieutest that explain about 49% of the
variation in post-test scores. How many districesraquired after including the school-level
covariate?

In Scenario 1, the number of sitésjs unknown. As a result, we want to select the
power vs. number of sitek)(option. This allows the number of sites to vaiong the x-axis.
The steps for conducting the power analysis follow.

Step 1: Select Desige» Cluster randomized trials with person level outese» Multi-site (or
blocked) cluster randomized trials Treatment at level & Power on for treatment effect on y-

axis—> Power vs. number of sitek)(as shown in Figure 10.1.

Lol
Fle Design Working Help

TE
o|n|7[K|8|B|ct|sh|se s 1] ve]ewe| S [oe] x|

Figure 10.1.Initial screen for power vs. number of sité%.

The toolbar at the top includes the parametersiredjfor calculating the power. The number of
sites () does not appear on the toolbar because it valoeg) the x-axis.

Step 2: Click on n. Set n(1) = 20. By clicking ofip= 20, the default power curves appear.
However, we must first set the additional paransetematch the values in the particular
example before we interpret the curves.

Step 3: Click on. SetJ(1) = 8. This is the number of classrooms per sthoo

Step 4: Click orK. SetK(1) = 8. The is the number of schools per district.

Step 5: Click ord. Set delta (1) = 0.25.

Step 6: Click on B. Set B(1) = 0.40. This defines percent of variance explained by blocking

on district.
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Step 7: Click ono;. Set sigma2d = 0.01. Setting the effect size bdiiy greater than 0
assumes random site effects.

Step 6: Click on set. Sgf = 010and 7, = 02Q This sets the variance components at level 2

and 3.

The resulting power curve appears in Figure 10.2.
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Figure 10.2.Power curve.

Clicking along the power curve, we can see thaditeé® or districts are required for the study.
Within each district, we randomly assign 4 schdolthe treatment condition and 4 schools to
the control condition. Let’s see what happens wiliennclude the school-level covariate.

Step 8: Click on R. Set R2 — 2 equal to 0.49. Twwér curves appear as shown in Figure 10.3.
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Figure 10.3 Two power curves.

According to the key, the dotted trajectory is plosver curve when the covariate is included. In
this case, approximately 8 districts are neededdaction of 4 districts and 40 schools, which
may greatly reduce the cost of the study.

If we were not interested in generalizing to géarpopulation of districts, we could

consider the districts as fixed effects. In thisesave would set;= 0 as shown in Figure 10.4.

» Optimal Design ] 3]
File Design Working Help
. 3-level MSCRT(treatment effect) - Power vs. K I ] 23

@[n|7|5|ai|p|Ble|nde]  Le|nslom]| &[o] x|

—ozo0m

6 3 12 15 18

Total number of sites Curves with G? setto 0.0 are
curves for the fixed effects model.

Figure 10.4 Power curve with fixed effects.

Clicking on the curve reveals that 10 sites, witl svithout a covariate, are required for power =
0.80.
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The example provided in this section placed thaler of districts on the x-axis.
However, any of the other parameters could be glacethe x-axis and the steps could easily be
adapted to conduct the power analysis.

10.11 Effect size approach for conducting a powemalysis

Based on past studies, the researchers expect 2b@eatrcent of the variation in the
outcome to be between schools and 10 percent betideeen classrooms within schools (prior to
blocking). By blocking on district, the researchexpect to explain 40% of the variation in the
outcome variable. They are interested in detecmgffect size of at least 0.25 with adequate
power. Assuming that they plan to test 20 studpetslassrooms and have secured 8 classrooms
per school, 8 schools per district, and 10 distriathat is the MDES for power = 0.80? Assume
the researchers are interested in generalizingptoader population of districts thus they treat
the districts as random effects and assume anteftee variability of 0.01. Suppose the
researchers have access to a school level prirtgstxplain about 49% of the variation in post-
test scores. What is the MDES after including tweaciate?

In Scenario 2, the MDES is unknown so it makes nserese to select an option with the
MDES on the y-axis. One option is to select MDEStotal number of sited §. This allows the
user to see how the MDES changes as a functidmegbawer holding all other parameters
constant. Using this approach is very useful bst abquires that after the MDES is determined,
the researcher consult the literature or findimgaifa pilot study to determine if the MDES is
reasonable. The steps for conducting the powewysisdbllow.

Step 1: Select Desige» Cluster randomized trials with person level outesr» Multi-site (or
blocked) cluster randomized trials Treatment at level  MDES for treatment effect on y-

axis> MDES vs. total number of sitek)(as shown in Figure 10.5.
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Figure 10.5 Initial screen for multi-site cluster randomizedls.

Step 2: Click on n. Set n(1) = 200. By clickingmfi) = 200, the default power curves appear.
However, we must first set the additional paransetematch the values in the particular
example before we interpret the curves.

Step 3: Click on. SetJ(1) = 8. This is the number of classrooms per sthoo

Step 4: Click orK. SetK(1) = 8. This is the number of schools per district

Step 4: Click orP. SetP = 0.80.

Step 5: Click on B. Set B(1) = 0.40. This defines percent of variance explained by blocking
on district.

Step 6: Click ong. Set sigma= 0.01. Setting the effect size variability greaten 0 assumes

random site effects.

Step 7: Click on set. Sgf = 010and 7, = 02Q This sets the variance components at level 2

and 3. The resulting curve is in Figure 10.6.
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Figure 10.6 Power curve.
Clicking along the trajectory we can see that fodistricts, the MDES is approximately 0.28.

Let's see what happens when we add a cluster-tewariate.

Step 8: Click on R. Set R — 2 = 0.49. Figure 1Gspldys the two power curves.
=

File Design Help
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F= 0.80,62=0.010,5=0.40.R%,= ¢
z 2

0 = =Tl
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Total number of sites
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Figure 10.7. Power curve with cluster-level covariate.
Clicking along the dotted trajectory, the MDES wptbwer = 0.80 is 0.23, reducing the MDES
by 0.05 effect size units.

Another option is to treat the sites as fixed @feBy clicking ong>and setting it to 0,

the sites are assumed to be fixed effects. Fighi& displays the power for this case.
~Iol x|

File Design Help

o (=

nimum detecta
a|n|7[K|P|Boi|eh[s|oe  Jz|us|on] & s X[

6 O @
=
@
1

@ N

Total number of sites Curves with Gg set to 0.0 are
curves for the fixed effects model.

Figure 10.8.Power curve with fixed effects.
The MDES reduces to 0.24 and 0.19, without and thi¢hcovariate. However, the
generalizability also changes which is not a diatisissue but very important in terms of the

study design.
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11.0 Cluster randomized trials with repeated measuws

In a typical longitudinal study, an observatiomasorded prior to treatment, often
referred to as the baseline measurement, and ftegrilee treatment a pre-determined number of
times. Measuring participants prior to treatmertt past-treatment allows the researchers to
assess individual growth. Individual growth maypbetted via a straight line or a curvilinear
trajectory. A linear trajectory, or first degredymomial, is characterized by an intercept and a
linear rate of change, or slope. Curvilinear tregges are second, third, or higher degree
polynomials. A second degree polynomial, also knawm quadratic polynomial, adds an
acceleration parameter to the intercept and rathafge. A third degree polynomial, also
known as a cubic polynomial, is characterized Imarameters, change in acceleration, rate of
acceleration, linear rate of change, and an inptrce

In a simple repeated measures design, indivicaralsepeatedly observed and individual
trajectories are plotted to assess average treagffents on a specific polynomial change
parameter. In this chapter we extend the simplggdes settings in which individuals are nested
within clusters and treatment is applied at thetelulevel. This allows us to assess the average
difference in the polynomial change parameterliose in the treatment group and those in the
control group, accounting for the cluster effect.

The power to detect the main effect of treatmerat repeated measure cluster
randomized trial is more complicated than in atdusandomized trial because we need to take
the repeated measures on each person into congdefeor simplicity, we assume orthogonal
designs with continuous outcomes, a random-effemtariance structure, homogeneous
covariance structures within treatments, and cotelata. The data lend to the three-level
hierarchical model described in the next section.

11.1 The model

Data from a cluster randomized trial with repeatezhsures on the individuals can be
represented with a three-level model, with occasimested within persons and persons nested
within clusters. The general level-1 model, or spd measures model, represents the trajectory
of change for person as a polynomial function of degrée-1 defined at equally spaced

observations. The model is:
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P-1
Yo = 705 Com + €1 e, ~N@O,0°) [11.1]
p=0

for mO{12,...,M} observationsi 0{12,...,n} persons, and 0{12,...,J} clusters, where

p is the polynomial order of change (e.g., linearadyatic, or cubic);

m, is the level-1 coefficient for the polynomial afder p;

C,m IS the orthogonal polynomial contrast coefficient;

€,; IS the error associated with the repeated megsames

o? is the within-person variance.
Note the orthogonal polynomial contrast coefficgeate necessary to center the data. These

coefficients are given by (see, e.g., Kirk 1982u&anbush and Liu 2001):
Com =1, [11.2]

Cim :m—im/M :

m=1

M
Com :%(cfm —ZCfm/M], and

m=1

1 =
Cam = E Cfm - rT|:/|l Cim
2
2. Cim
m=1
The level-2 model, or person-level model, is:
Ty = Booj * i ry ~NQO7,) [11.3]
where [, is the cluster mean for tipd' polynomial change parameter;
r, is the random effect associated with the persamnd;
T, is the between-person variance for plepolynomial change parameter.

The level-3 model, or cluster level model is:
/Bpo]' =yp00+yp01Wj +up0j’ upOj - N(O'Tﬁp) [11-4]
where y ., is the grand mean for the polynomial order of gggn

Y01 IS the main effect of treatment;
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Wj is a treatment contrast indicator, ¥ for treatnaamt -Y% for control;

u... is the random effect associated with each cluatsat;

pOj
T 4 is the between-cluster variance for the polynomieer of change.

To help clarify the general model, consider a fisgjree polynomial order of change, or

linear model(p=1). The level-1 model is:

Yo = gy + 70 Cypy + € € ~NQ, o?) [11.5]

mij !
for mO{1,2,...,M} occasionsj 0 {12,...,n} persons, and 0{12,...,J} clusters,
where 7z, is the mean response for persam clusterj on occasiomn,

mm; is the average rate of change for perisionclusterj on occasiom,

C,, Is the orthogonal linear contrast coefficient;

€,; IS the error associated with the repeated megsames

o? is the within-person variance.

Note that in the case of the linear model, the resticoefficients are easily computed using the
formulas in equation 2. For exampleMES5, the orthogonal contrast coefficients for atfirs

degree polynomial are:

C. =

C: _ (51’2]’"]_’1312) [11.6]
The level-2 model, or person level model is:

5 = Booj * i rj ~ N(O,7,) [11.7]

Ty = Bioj 1y ry ~N(@O17,)

where [, is the mean response in clugter
By,; is the average growth rate in clugter
ry; is the random effect associated with the mean resptor personin cluster;
r; is the random effect associated with the growté far person in cluster;
T, is the between-person variance in means; and

T, is the between-person variance in growth rates.
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The level-3 model, or cluster level model is:
Booj = Voo + VooV, Uy Ugoj ~ N(0,74,) [11.8]
,3101 = Voo F VoWV, + Uy, Uy, ~ N o, Tﬁl)
where V¥, Is the grand mean;
Y001 1S the main effect of treatment for the mean;
W, is the treatment indicator, %2 for treatment andet/gontrol;
V100 IS the average growth rate;
Y101 1S the main effect of treatment for the growtlesat
Ugo; IS the random effect associated with the meaedah cluster;
Uy, is the random effect associated with the growtée far each cluster;
T, is the between-cluster variance in means; and
T 5 is the between-cluster variance in growth rates.

Note that for a first degree polynomial, our prisnarterest is in growth rates, thus we are

interested iny,,, the main effect of treatment on the growth radesl in7 ,, , the between-

cluster variance in growth rates.

11.2 Testing the treatment effect

The average treatment effect for fiiepolynomial order of change in our balanced deign
defined at level 3. It is estimated by:

J n J n
. 227 ZZ’EJ
_joci=1 )

— JCE iz 11.9
ypOl nJE nJC [ ]
M
Z Clemij
where 7g; =™ ——
Cim
m=1

is the ordinary least squares estimate of the pespecific linear growth rate;; .
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The variance of the treatment effect for ifepolynomial order of change (Raudenbush & Liu,
2001) is:

R 47, + +V.)/
var(y,,,) = Ty (T’Jp o) n], [11.10]
. o’ _o’f*(M-p-
P U CZ Kp(M + p)l
m=1 e

where f is the frequency of observation;

D is the duration of the study;
M is the total number of occasiodd=Df+ 1,

p is the polynomial order of change; and
K, is a constant, wher, =1/12, K,=1/720, andK;=1/100,800.
Note thatV, denotes the conditional variance of the leastreguestimate of each participant’s

change parameter.
We can translate the above formulas to a more eteexample in the case of a first

degree polynomial. For a first degree polynomia, Yariance of the estimate of the treatment

effect is:
N A1, +(1,,+V,)/n]
Var(y,,,) =—2 31 L [11.11]
2 2¢2 — 2
where v, =— 2 =2 T (M~-2) [11.12]

Mo, 1AM+
chm
m=1

In the general case, we can use the following Hgsws to test the significance of the
main effect of treatment for the polynomial ordérmterest:
o+ ¥pos =0 [11.13]
Hi Vo 20
When the null hypothesis is true, the test statistanF statistic and follows a centré&l
distribution,F(1, J-2). The test statistic is:

-V [11.14]
var(y,,)
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When the alternative hypothesis is true, the tiagistic remains the same but follows a
noncentraF distribution,F(1, J-2; A). Recall that the noncentrality parameter is @ raft the
squared treatment effect to the variance of thement effect estimate. The noncentrality
parameter is:

V;2301 — JV;2)01

= e — [11.15]
Var(y,n) Arg +(7,+V,)/IN]

Recall that the larger the noncentrality parameher greater the power of the test. Looking at
the formula, we can see thhis the most influential sample size for increadimg power. In
other words, the number of clusters in more impurthan the number of people within each
cluster to increase the power. It is particulanhportant to have a large number of clusters if

there is a lot of between-cluster variatian, . Also, increasing the number of occasidvs,

reduces the within-person variance, which incretisepower. Note tha¥l is a function of and
D, whereM=(fD+1) so increasing the frequency of the observatorrduration of the study
increased/. Increasingy, the number of people within each cluster, wilcatlecrease the total
within and between-person variance, thus increasiagpower. Finally, larger effect sizes
increase the power to detect a treatment effect.
11.3 Standardized notation

Thus far, we have concentrated on the unstandardiwelel. However, similar to cluster
randomized trials, and without loss of generaliggearchers typically use standardized notation.
Let’s see how we translate the parameters to stdizeéa notation.

The standardized effect size for a polynomial roeop is:

y p0o1

1[1'[;‘)+T,p

5= [11.16]

where

Y01 is the main effect for the polynomial order of nbe, and
T4 +17, isthe total between-cluster and between-persdanee, denoted .

In words, J is the group difference on the polynomial of ietrdivided by the standard
deviation for that polynomial, or the square robth® sum of the between-cluster variance and

the between-person variance for the specified motyal. Similar to standardized models we
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defined in previous chapters, we need to definghe intra-class correlation. The intra-class
correlation, p, is:

T
po=— P [11.17]
T+ Ty

where 7 = Tyt T, is the total between-cluster and within-clustaiasace;
T4 Is the between-cluster variance on the polynowfiatterest; and

I, is the within-cluster variance on the polynomitirterest.

Note thatif7 =1, thenz,, = p andr,, =1- p which is consistent with the intra-class
correlation for a cluster randomized trial. Als®,is a ratio of the between-cluster variance to
the total variance for a specific polynomial ordéchange. We can think g as partitioning

the growth-rate variance into a between-clustenaititin-cluster component.

Using the standardized effect sizg, o, and constraining =1, we can rewrite the
variance of the treatment effect estimate as
4p+L-p+V,)/

J
Another simplification involves rewriting the vaniee in terms of the reliability of the person-

var(y,) = [11.18]

specific polynomial change. The reliability is dégwba jand is defined as:

I
a,=—"— [11.19]
I p

Rewriting the variance in terms of the reliabiltg get:

Ap+@A-p)la,n)]
] .

We write the variance in this form because stangandrams for hierarchical data often give us

var(y,o,) = [11.20]

an estimate of the person specific reliability.
We can also rewrite the noncentrality parametergistandardized notation. The new
noncentrality parameter is:
Jo?

A= [11.21]
Ap+@L-p)(a,n)]
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Note that the power is now a function of the numifeziusters,], the cluster size, the

standardized effect sizé, the intra-class correlationy, the reliability, & ,, which is a function

of the between-person varianag,, the within-person variancey’, the study duratiorD, the

frequency of the observatiorfsand the number of occasiohs,
11.4 Using Optimal Design for cluster randomized als with repeated measures

The cluster randomized trial with repeated measapgion allows the researcher to
explore the power for the main effect of treatmesnt function of the cluster sizg,the number
of clusters,], the intra-class correlationg, and the desired effect size, Below is the menu.
Power on y-axis

Power vs. Cluster Siza)(

Power vs. Number of Cluster3) (

Power vs. Intra-class Correlatiop )

Power vs. Effect Sized)
MDES on y-axis
MDES vs. Cluster Sizen)
MDES vs. Number of Clusters)(

MDES vs. Intra-class Correlatiom|)

MDES vs. PowerR)

11.5 Example

Imagine that a group of researchers develop a m@mips program for first graders. The
program is an intense year-long program. The rebeas propose a repeated measures design
for students nested within schools. They plan g&ss students at the beginning of the year, prior
to treatment, and then on six occasions througtih@uyear. Researchers are interested in the
growth rate of students so they propose a lineatel®ast research suggests that 15 percent of
the total variation in the outcome is between sthokhe researchers conducted a pilot study
and found estimates of the within person variapttit be 1.0 and the overall variability in
growth rates to be 1.0. Section 11.6 presentsraasioein which the power determination
approach to conducting a power analysis is the @mqostopriate and provides the details of how

to do the power analysis. Section 11.7 presentg@asio in which the effect size approach for
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conducting a power analysis is most appropriatepaiadides the details of how to do the power
analysis.
11.6 Power determination approach for conducting @ower analysis

In scenario 1, the researchers are interestedtectting an effect size of 0.30. They plan
to assess 20 students in each school and estimat&gaclass correlation of 0.15. How many
schools are necessary for power = 0.807?

In Scenario 1, the total number of clustelsig unknown so we select the power vs. total
number of clusters]j option. This allows the number of clusters toypalong the x-axis. The
steps for conducting the power analysis follow.

Step 1: Select Desige» Cluster randomized trial with person level outcereCluster
randomized trials> Repeated measures Power on the y-axi® Power vs. total number of

clusters ). Figure 11.1displays the screen.

Il
Fle Design Working Help

=
o|n|p||sefoufer] Lz|vefom] @ s|x]

Figure 11.1. Initial screen for cluster randomized trials widpeated measures.

Step 2: Click on n. Set n(1) = 20.

Step 3: Click omp. Setp (1) = 0.15.

Step 4: Click ord. Sets (1) = 0.30.

Step 5: Click on set. Setf =1, d = 6, variabibfylevel-1 residual = 1, variability of level-1

coefficient = 1, select polynomial order linear.eTimal curve appears in Figure 11.2.
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Figure 11.2.Power curve.
Clicking along the trajectory reveals that approiety 72 clusters are required for the study,
that is, 36 in the treatment condition and 36 mdbntrol condition.
11.6 Effect size approach for conducting a power afysis

In scenario 2, the researchers are have securech®ls and they plan to assess 20
students in each school. They estimate an intrackaselation of 0.15. What is the MDES for
power = 0.807?

In Scenario 2, the MDES is unknown so we selecMB¥S vs. total number of clusters
(J) option. This allows the power to vary along thaxis. The steps for conducting the power
analysis follow.
Step 1: Select Desige» Cluster randomized trial with person level outcereCluster
randomized trials> Repeated measures MDES on the y-axis> MDES vs. total number of

clusters ). Figure 11.3 displays the screen.
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Figure 11.3 Initial screen for cluster randomized trialstwiepeated measures MDES vs. total
number of clusters]j.

Step 2: Click on n. Set n(1) =20

Step 3: Click omp. Setp (1) = 0.15.

Step 4: Click orP. SetP(1) = 0.80

Step 5: Click on set. Setf =1, d = 6, variabibfylevel-1 residual = 1, variability of level-1

coefficient = 1, select polynomial order linear.eTimal curve appears in Figure 11.4.
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f
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I T T T T
23 22 &1 a0 99
Murber of clusters

Figure 11.4. Power curve.
Clicking along the trajectory reveals a MDES of mp@mately 0.32 with] = 60.
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Section IV: Empirically Based MDES for Cluster Randomized Trials

The Empirically Based MDES is currently availabbe fhree specific cluster randomized
trials: 2-level CRT, 3-level MSCRT with treatmenti@vel 2, and 4-level MSCRT with
treatment at Level 3. A description of the data amodiels used to calculate the empirical
estimates is available in Appendices A.1 and A@péndix A.1 provides information on the
elementary, middle, and high school math and repdata. Appendix A.2 provides information
on the Pre-K social-emotional and cognitive datecdise the descriptions of the model and
power calculations for each of the three design®wescussed in sections 7, 9, and 10, we refer
the reader to these sections for background infdomaln this section, we provide an overview
of the basic screens for the empirically based M@E& a “how to” guide for each of the 3

designs.
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12.0 Layout of the Empirically Based MDES

As noted, there are three main options under thpiically Based MDES:

2-level cluster randomized trial

Multisite cluster randomized trial with treatmeattlevel 2

Multisite cluster randomized trial with treatmeattlevel 3
We first use the main screen for the 2-level CR@d@monstrate the basic setup of the
Empirically Based MDES option. The main screedlisirated by Figure 12.1. The top right
corner of the screen has 5 tabs: Level of schoplimit of randomization, Outcome/covariate
sets, ldentify scenarios, and Generate table. & deth of the first four tabs is an indicator of
whether or not the user has specified the inforomatidicated. Prior to calculating the MDES
and generating the output tables, the user mstsirecify information for each of the first four
tabs. That is, each of the first four tabs must eoem Red to Green, or from Not specified to
Specified. The main screen for the two types oftisite trials is identical to the 2-level CRT
expect that they have one additional tab, effex gariability. This allows the user to treat the

sites as fixed or random effects as discussedciinss 14 and 15 for multisite trials.

B Optimal Design Plus Emprical Evidence BN

File Design Empirically Bosed MDES  Help

Close

Figure 12.1. Main screen for a 2-level CRT.
Next we describe each of the tabs. There are sdffeeetices depending on the particular data
available within a design but the main idea beladhe tabs is similar.

Level of schoolingClicking on this tab opens the popup window igufe 12.2.
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-
Level of Schooling &J

P

" Elementary
€ Crade 2

C Crades

" Middle School

" High School

OK I Cancel |

Figure 12.2. Popup window for Level of schooling.ta

This window allows the user to select the levesdiooling for the study. If an option is
grayed out, then data is not available for a paldicgrade level or the user must select the
overall school level first and then may selectphgicular grade.

Unit of randomizationClicking on unit of randomization reveals the pppvindow in
Figure 12.3. This allows the user to specify thi# aohrandomization. Grayed out options are not

available.

o
Point of Randomization [éj

% School

—~

OK | Cancel|

Figure 12.3. Popup window for Unit of Randomization

Outcome/covariate set€licking on this tab opens the popup window igufe 12.4. The
outcome domains available are displayed on theesciEhe covariate sets used to calculate the
ICCs and R-squares are also listed. Details ontb@mes, covariate sets, and models which

generated the values are provided in AppendiceaAdlA.2.

129



Domain of Study

=5

Math

Reading

¥ School-level pretest only, lagged 1 year

I Schaool-level pretest only, lagged 2 years

I™ School-level pretest only, lagged 1 and 2 years
I Student-level pretest only, lagged 1 year

I Student-level pretest only, lagged 2 years

1™ Studentevel pretest only, lagged 1 and 2 years
I” School-level pretest and student-level pretests lagged 1 year i
I™ Mean school-level scores for a different test. lagged 1 year

I~ Student-level pretest in a different test. lagged 1 year

I~ Vector of demographic characteristics

I~ Vector of demographic characteristics and schoollevel pretest lagged 1 year

I~ Vector of demographic characteristics and student-level pretest lagged 1 year

¥ Schookevel pretest only, lagged 1 year

I~ School-level pretest only. lagged 2 years

I~ School-level pretest only. lagged 1 and 2 years
I Student-level pretest only, lagged 1 year

I Student-level pretest only, lagged 2 years

I Student-level pretest only, lagged 1 and 2 years
l I~ SchooHevel pretest and student-level pretests lagged 1 year n
™ Mean school-level scores for a different test, lagged 1 year
l I Student-level pretest in a different test, lagged 1 year
| I Vector of demographic characteristics
| I Vector of demographic characteristics and school-evel pretest lagged 1 year
: I~ Vector of demographic characteristics and student-level pretest lagged 1 year
I Cancel
|
52 — — —

Note: you may only choose two from each of Math and Reading

Figure 12.4. Popup window for outcome/covariats.set

After selecting an outcome and covariate set, tamscreen appears with the names of the

primary outcomes selected (Figure 12.5). From hbeeyser selects the box adjacent to the

outcome in order to see the plausible values iI@C and R-squares.

e e =[5 ]

File Design Empirically Based MDES  Help
Reading
Reading Grade 3
Math

Math Grade 3

‘Specified Level of schooling -
O 7 w | Unit of randomization
| Specified | Outcome/covariate sets
o - I 1deniity scenarios

Scenarios sel lected: 0
Scenarios left to select- 7

Measures selected: 0
PV sets selected: 0

PV sets left to select: 12

Close |

Figure 12.5. Main screen with names of outcomes.

Reading Grade 3, Select Plausible Values (R3licking the box adjacent to Reading

Grade 3 reveals the popup window in Figure 12.@& dd&me of the outcome and covariate set

selected appear in the top left. The columns iflenthat data was used to generate the ICC and

130



R-squares. The user may select one or more ofollnenas or may manually enter values for the

ICC and R-squares in the final column. For detailsut the ICCs and R-squares, see Appendix
A.land A.2.

Specification of Plausible Values =5

Reading Grade 3
(1) School-level pretest only, lagged 1 year
District A (1) District B (1) District C (1) District D (1) District E (1) Manual
Interclass correlation |0.200000 ]0.150000 |0_190000 J 0.220000 J 0.160000 |
(level 2) +
R-squared (level 2) |0.310000 |0 770000 |0.740000 ‘ 0.510000 ‘ 0.750000
R-squared (level 1) |n,nnnnnn |n,nnnnnn |n 000000 ‘ 0.000000 ‘ 0.000000 I
[~ Select column [~ Select column I~ Select column I~ Select column [~ Select column T~ Select column
Cancel

Figure 12.6. Sample popup window for specifyinguglale values.

Indentify ScenariasThe identify scenarios button allows the usesgecify the sample
sizes at all levels. Figure 12.7 shows the popupaiv for identifying scenarios. The user is
allowed to input 7 scenarios at a time. The usall@ved to specify different numbers of
treatment and control clusters. It is importanhade here that one can specify both integer and
non-integer values for the sample size at any lievfle analysis. Non-integer values can

represent thearmonic meanvalue of the sample size at a given level whes shimple size

varies within clusters or across sites or blocks.dxample, if the number of treatment schools,
control schools, or number of students per schaoksg, one should use their harmonic mean

value to specify the corresponding scenario.

-
Identify Scenarios lé]

Scenario A Scenario B Scenario C Scenano D Scenario £ Scenario F Scenanio G

Number of schools({J)

Treatment | ‘ | | ‘ | |

Control | ‘ | | ‘ | |

Students per school | ‘ | | ‘ | |

(n)
oK | Clearcolumn| Clearcolumn| Clearcolumn‘ Clearcolumn‘ Clearcolumn| Clearco\umn‘ C\earcolumﬂ|

Cancel

A

Figure 12.7. Popup window for Identifying Scenarios
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Generate TableThe generate table tab is grayed out until tlee has specified all the
relevant information. A sample table is providedable 12.1. All tables include a title and the
power and alpha specifications which define theimim detectable effect size that is reported.
The sample sizes are indicated in the columns whdeows indicate the outcome, the source of
the data (i.e. district identified), the covariatd selected, the ICC, and the R-squares. The
MDES is in the box. The output table can be prirdidctly from the screen (File ->Print),
saved (File -> Save Copy as), or copy (Ctrl C) pasted (Ctrl V) into a word document.

Table 12.1. Sample output table for 1-level CRT.

Minimum Detectable Effect Size for Cluster Randomied Trial
Power = 0.80, alpha = 0.05, 2-tail test

Scenario A

Jr=20.0,%=20.0,n=50.0

Reading Grade B
District A (1)
ICC,=0.20
R%.2,,=0.31,0.00

0.357

(1) School-level pretest only, lagged 1 year

12.1 Empirical Data

Table 12.2 summarizes the level of schooling, ahrandomization, outcome domains,
and whether or not there are multiple covariate sefluded in the empirical data that is
currently available to users in the Empirically Bd$vVIDES. Details for the elementary, middle,
and high school math and reading data are providégpendix A.1. Details for the pre-K:
social-emotional and cognitive data are provideAppendix A.2. We encourage users to read
the Appendices to determine the compatibility & situdy they are designing with the studies
that generated the empirical data used by thisrarogWe expect the program’s database to

continue to expand and encourage users to checakehsite frequently for updates.
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Table. 12.2 Types of data available in EmpiricélBsed MDES

Level of Unit of Outcome Number of
Design Schooling Randomization Domain Covariate
Sets
Available
2-level CRT Elementary, School Math, Reading 12
Middle, High
School
MSCRT with treatment  Elementary, School Math, Reading 12
at Level 2 Middle, High
School
MSCRT with treatment Per-K Pre-K Center Social- 1
at Level 3 emotional,
Cognitive
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13.0 Two-level Cluster Randomized Trial

In this section, we demonstrate how to use theicafly Based MDES for planning a
2-level CRT. The underlying models for this desiggre discussed in section 7. The only
difference is that in the empirically based MDESiam, we allow covariates at level 1 and 2.
13.1 Example

Suppose a team of researchers develop a new jitaratmath program for%graders.
The developers of the new program hypothesizestiigients who participate in the program will
have increased reading and math achievement. Theygtest students who participate in the
new program (experimental group) and students venbgpate in the regular program (control
group) using a standardized reading test to determistudents using the new program score
higher. Suppose that the researchers want to dasiggrster randomized trial with students
nested within schools where schools are the unredomization. They want to access the
empirical estimates for calculating the MDES witiD.

The steps for using the Empirically Based MDE $ofwl
Step 1: Select Empirically Based MDES -> 2-levelstér randomized trial. The main screen is

in Figure 13.1.

B Optimal Design Plus Emprical Evidence
File Design Empirically Based MDES Help

Close

Figure 13.1. Main screen for 2-level CRT.
Step 2: Click on level of schooling and select edatary, grade 3. Figure 13.2 displays the

popup window with the selection elementary, grad€l®k ok.
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o
Level of Schooling &J

€ Prak

 Elementary
@ Grade 3
" Grade 5

" Middle School

" High School

OK | Cancel ‘

Figure 13.2. Popup window for level of schooling.

Note that unit of randomization is already spedifichool is the only option available here so
there is no need to click on unit of randomization.

Step 3: Click on outcome/covariate sets. Suppasetiie researchers have access to school level
pretests lagged one year for reading and mathegowiant to select these two options. Note that
a description of all the covariate sets for readind math outcomes is provided in Appendix

A.l. Figure 13.3 displays the selection. Click ok.
Domain of Study ]

Math Note: you may only choose two from each of Math and Reading

¥ School-level pretest only, lagged 1 year

I School-level pretest only. lagged 2 years

I School-level pretest only, lagged 1 and 2 years

™ Student-level pretest only, lagged 1 year

[ Student-level pretest only, lagged 2 years

[ Student-level pretest only, lagged 1 and 2 years

I School-level pretest and student-level pretests lagged 1 year
I~ Mean school-level scores for a different test, lagged 1 year
™ Student-level pretest in a different test. lagged 1 year

I Vector of demographic characteristics

I Mector of demographic characteristics and school-level pretest lagged 1 year

™ Vector of demographic characteristics and student-level pretest lagged 1 year

Reading
v School-level pretest only, lagged 1 year

I~ School-level pretest only. lagged 2 years
I~ School-level pretest only. lagged 1 and 2 years
v Student-level pretest only, lagged 1 year

[~ Student-level pretest only, lagged 2 years

[~ Student-level pretest only, lagged 1 and 2 years u
[~ SchooHevel pretest and student-level pretests lagged 1 year

I~ Mean school-level scores for a different test, lagged 1 year

[~ Student-level pretest in a different test, lagged 1 year

I~ Vector of demographic charactenstics

I~ Vector of demographic characteristics and school-level pretest lagged 1 year

( I~ Vector of demographic characteristics and student-level pretest lagged 1 year

|

Figure 13.3. Popup window for outcome/covariats.set
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Step 4: Select plausible values for Reading GraduBpose that District A and B have similar
characteristics to the district in the proposedgtso select column District A (1) and District B
(1) (see appendix A.1 for details on the districBglecting two districts will help the user get a
sense of the sensitivity of the findings to theyuay parameter values. The (1) indicates the

covariate set as noted in the top left corner gtifé 13.4. Click Ok after selecting the covariate

sets.

Specification of Plausible Values =5

Reading Grade 3

(1) School-leve! pretest only, lagged 1 year

District A (1) District B (1) District C (1) District D (1) District E (1) Manual

Interclass cormelation ‘nznnnnn }n 150000 ‘n,wennnn anznnnn }n 160000 }
N (level 2)

\ R-squared (level 2) ‘ 0.310000 ‘ 0.770000 ‘ 0.740000 ‘ 0510000 0750000 '7

R-squared (level 1) ‘n 000000 ‘n 000000 ‘n 000000 ‘n 000000 ‘n 000000 }

Cancel [ Select column ¥ Select column ™ Select column ™ Select column I~ Selectcolumn [~ Select column

Figure 13.4. Popup window for Specification of Rlile Values.
Step 5: Select Plausible Values for Math Gradeh# gopup window appears for math and
again we select the columns for District A and Btad in comparison values. Click ok to

Specification of Plausible Values - E o]
Math Grade 3
(1) Schoolevel pratest only, lagged 1 year
i District A (1) District B (1) District C (1) District D (1) District E {1) Manual
(|
Interclass correlation ‘n,znnnnn Jn,wmnnn ‘0,170000 anannnn Jn,wannnn J
(level 2)
|| Resquared (ievel 2 ‘n,snnnnn ‘n 710000 ‘ 0.610000 ‘O,ABODDD ‘n 520000 J
R-squared (level 1) ‘umuuun ‘u,nuuuuu ‘u 000000 ‘u,nuuuuu ‘u,uuuuuu J
Cancel ¥ Selectcolumn W Selectcolumn [~ Selectcolumn [~ Selectcolumn I~ Select column [~ Select column

Figure 13.5. Popup window for Specification of Rligle Values.

Step 6: Click on Identify Scenarios. Suppose thattbtal number of clusters is 40 and the
researchers are interested in the MDES assumirg) atiocation of clusters and assuming 15
treatment clusters and 25 control clusters. In lsages, assume 50 students per school. Figure

13.6 shows the popup window with the two scenasjecified. Click ok to continue.
Figure 13.6 Popup window for Identify Scenarios.
Step 7: Note that all the tabs are now identifiedji@een or specified. The main screen also
shows that 2 scenarios have been selected andeébar®available. In addition, 2 measures were
selected with 4 PV sets specified and 8 remair@igk on generate table. Table 13.1 displays
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the final table. From the table we can see thaMBE&S is always slightly larger in the
imbalanced case (i.e. when the number of treatswrdols does not equal the number of control
schools). We can also see that the MDES variesndigpg on the subject and district. Using the
parameter values from District A, the MDES for negdand math is 0.357 and 0.299,
respectively. For District B, the MDES for readiaigd math is 0.206 and 0.234, respectively.
The MDES from District B was smaller for both domsiln general, the minimum detectable
effects sizes are different across districts artdaues. Thus one must think carefully about the
similarities between the district in the proposedlg and those used in the calculations as well
as the key outcome of interest when it comes tomghbosing a final sample design.

Table 13.1 Final output table for 2-level CRT.

Minimum Detectable Effect Size for Cluster Randomied Trial
Power = 0.80, alpha = 0.05, 2-tail test

Scenario A Scenario B

J3=20.0,4=20.0,n=50.0q Jy=15.0,1:=25.0,n=50.0

Reading Grade 3
District A (1)
|CC|_2=O.2O
RP12,,=0.31,0.04

0.357 0.369

(€8]

Reading Grade
District B (2)
ICC,=0.15
R%.2.,=0.77,0.00

0.206 0.214

Math Grade 3
District A (3)
|CC|_2=O.2O
R2|_2'|_1=0.54,0.OC

0.299 0.309

Math Grade 3
District B (4)
|CC|_2=0.17
R?.2,,=0.71,0.00

0.234 0.242

(1) School-level pretest only, lagged 1 year
(2) School-level pretest only, lagged 1 year
(3) School-level pretest only, lagged 1 year
(4) School-level pretest only, lagged 1 year
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14.0 Multisite cluster randomized trial with treatment at level 2

In this section, we demonstrate how to use theicafly Based MDES for planning a
MSCRT with treatment at level 2. The underlying reksdor this design were discussed in
section 9. The only difference is that in the emspity based MDES option, we allow covariates
at level 1 and 2.

14.1 Example

Let’s revisit the example in section 13.1. Suppm$eam of researchers develop a new
literacy and math program fo"3yraders. The developers of the new program hysizbehat
students who patrticipate in the program will haweréased reading and math achievement. They
plan to test students who participate in the nevggam (experimental group) and students who
participate in the regular program (control grouping a standardized reading test and math test
to determine if students using the new programeshaher. Suppose that the researchers want
to design a multisite cluster randomized trial vatbhdents nested within schools which are
blocked by district. Schools are the unit of randmation. They want to access the empirical
estimates for calculating the MDES within OD.

The steps for using the Empirically Based MDE $ofwl
Step 1: Select Empirically Based MDES -> multisitester randomized trial with treatment at
level 2. The main screen is in Figure 14.1. Themnsareen is similar to the screen presented in
section 12 with the addition of the button for effsize variability, which allows the user to

specify whether the sites are treated as fixeamdom effects.

B Optimal Design Plus Emprical Evidence

File Design Empirically Based MDES Help

Close

Figure 14.1. Main screen for a MSCRT with treatrredrievel 2.
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Step 2: Click on level of schooling and select edatary, grade 3. Figure 14.2 displays the
popup window with the selection elementary, grad€l®k ok.
Level of Schocling ﬁr

= Pres)

* Elementary
 Grade 3
" Grade 5

 Middle School

" High School

OK | Cancel I

Figure 14.2 Popup window for level of schooling.

Note that unit of randomization is already spedifées school so there is no need to click on unit
of randomization.

Step 3: Click on outcome/covariate sets. Suppasetiie researchers have access to school level
pretests lagged one year for reading and mathegovwiant to select this option. Note that a
description of all the covariate sets for reading math is in Appendix A.1. Figure 14.3

displays the selection. Click ok.
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o o T
Domain of Study ﬁ

Math Note: you may only choose two from each of Math and Reading

¥ School-level pretest only, lagged 1 year
School-level pretest only, lagged 2 years
School-level pretest only, lagged 1 and 2 years
Student-level pretest only, lagged 1 year
Student-level pretest only, lagged 2 years

Student-level pretest only, lagged 1 and 2 years

School-level pretest and student-level pretests lagged 1 year

m| lm im m m) m] m

Mean schoollevel scores for a different test. lagged 1 year i
I Student-level pretest in a different test, lagged 1 year |
I Vector of demographic characteristics

I Vector of demographic characteristics and school-evel pretest lagged 1 year

I~ Vector of demographic characteristics and student-level pretest lagged 1 year

Reading
v School-level pretest only. lagged 1 year

School-level pretest only. lagged 2 years
School-level pretest only, lagged 1 and 2 years
Student-level pretest only, lagged 1 year

Student-level pretest only, lagged 1 and 2 years

School-level pretest and student-level pretests lagged 1 year |

-
-
-
I Student-level pretest only, lagged 2 years
-
-
=

Mean school-level scores for a different test, lagged 1 year
I Student-level pretest in a different test, lagged 1 year
I Vector of demographic characteristics

I Vector of demographic characteristics and school-level pretest lagged 1 year

I Vector of demographic characteristics and student-level pretest lagged 1 year

OK | Cancel | H

Figure 14.3. Popup window for outcome/covariats.set

Step 4: Select plausible values for Reading GraduBpose that District A and B have similar
characteristics to the districts in the proposedytso select column District A (1) and District B
(1) (see appendix A.1 for details on the districBglecting two districts will help the user get a
sense of the sensitivity of the findings to theyuay parameter values. The (1) indicates the
covariate set as noted in the top left corner efitindow. Click Ok after selecting the covariate

sets.

Specification of Plausible Values . o]

Reating Grade 3

(1) Schookevel pretest only, lagged 1 year

District A (1) District B (1) District G (1) District D (1) District E (1) Manual
Interclass correlation ‘n,zummn Ju 150000 1n,wannun ]n,zzuunu ‘n,wsmmu J I
(Isvel 2)
R-squared (level 2) ‘ 0.310000 ‘n 770000 ‘n 740000 ‘ 0.510000 ‘ 0.750000 J
R-squared {level 1) ‘n,ﬂummn ‘n 000000 ‘n 000000 ‘n,nnunuu ‘n,nnmmu J
(|
Cancel ¥ Selectcolumn ¥ Selectcolumn [~ Selectcolumn [~ Selectcolumn [~ Select column [~ Select column

Figure 14.4. Popup window for Specification of Rliale Values.
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Step 5: Select plausible values for Math Gradeh& gopup window appears for math and again

we select the columns for District A and District@ick ok to continue.

Specification of Plausible Values =
Math Grade 3
(1) School-level pretest only, lagged 1 year
District A (1) District B (1) District C (1) District D (1) District E (1) Manual
Interclass correlation |U2I]UUDI] ‘n,wuunn 10 170000 ‘n,zauunn Iu 180000 I
(1evel 2)
R-squared (lavel 2) |u.5wuuu ‘ 0.710000 ‘u 610000 ‘ 0.480000 |u 820000 I I
R-squared (level 1) |n 000000 ‘ 0.000000 ‘n 000000 ‘ 0.000000 |n 000000 I
Cancel ¥ Selectcolumn W Selectcolumn ™ Selectcolumn [~ Select column [~ Select column I~ Select column

Figure 14.5. Popup window for Specification of Rlile Values.

Step 6: Click on Identify Scenarios. Suppose thattbtal number of districts or sites is 10.
There are 8 schools per district. In scenario Aspecify 4 per treatment and control and
assume 50 students per school. In scenario B, a@fgd per treatment and 3 per control.
Figure 13.6 shows the popup window with the scenspecified. Click ok to continue.

Identify Scenarios 2 =)
ScenaroA  ScenaroB  Scenario G ScenaioD  ScenaroE  ScenaioF  Scenario G
Number of sites (K) ‘m,uu |1u 00 | ‘ I I ‘
Number of clusters per site (J)

Trsamen: | 400 |59 | \ | | \

Contiol [4.00 [3.00 | ‘ | | ‘ 4
b e [ [ [ [ [ |

[ ox | Clear column | Glear column | Clear column | Clear column| Glear column | Glear column| - Clear colum | ‘

Figure 14.6 Popup window for Identifying Scenarios.

Step 7: Click on effect size variability. The popumdow is in Figure 14.7. If the user wants to
treat the districts as fixed effects, she selag&sifblock effects, 0.00. If the user wants tottrea
the districts as random effects, she selects ottgeabptions for random effects or enters a
manual value. The value corresponds to the effeetvariability defined in section 9, or the
variability in the treatment effect across disgidn this case, suppose we select fixed block

effects and random block effects with 0.01.
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Specify Effect Size Variability [

Fixed Block Effects 0.00 v
Random Block Effects 0.01 v
0.05 ™

010 i

Other ™
| OK Cancel ‘

14.7. Popup window for effect size variability.

Step 8: Note that all the tabs are now identifiedji@en or specified. The main screen also
shows that 1 scenario has been selected and 6ar@exailable. In addition, 2 measures were
selected with 4 PV sets specified and with 8 remgirClick on generate table. Table 14.1
displays the final table. The table assuming figédcts is followed by the table assuming
random effects. Note that the MDES for fixed eféaistalways smaller than for random effects.
In addition, the MDES is slightly smaller in thelévaced case than in the unbalanced case. In
general, the minimum detectable effects sizes aite different across districts and outcomes.
Thus one must think carefully about the similasgti®tween the districts in the proposed study
and those used in the calculations as well asalgeltcome of interest when it comes time to
choosing a final sample design.

Table 14.1. Final output table for multisite clustendomized trial with treatment at level 2.
Minimum Detectable Effect Size for Multisite Cluste Randomized Trial with Treatment at Level 2

Fixed site effects, effect size variability = 0.000
Power = 0.80, alpha = 0.05, 2-tail test

Scenario A Scenario B

K=10.0,%=4.0,)=4.0|{K=10.0,3=5.0,3-=3.0

n=50.0 n=50.0
Reading Grade B
District A (1)
ICC,=0.20 0.251 0.259

R%.2,,=0.31,0.00

Reading Grade 3
District B (2)

ICC_,=0.15 0.145 0.150
R2|_2'|_1=0.77,0.OC

Math Grade 3

District A (3)

ICC,,=0.20 0.210 0.217

R%.2.,=0.54,0.00
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Math Grade 3
District B (4)
ICC»=0.17
R2|_2'|_1=0.71,0.OC

0.164 0.170

(1) School-level pretest only, lagged 1 year
(2) School-level pretest only, lagged 1 year
(3) School-level pretest only, lagged 1 year
(4) School-level pretest only, lagged 1 year

Minimum Detectable Effect Size for Multisite Clustee Randomized Trial with Treatment at Level 2
Random site effects, effect size variability = 0.010
Power = 0.80, alpha = 0.05, 2-tail test

Scenario A Scenario B

K=10.0,%=4.0,=4.0|K=10.0,%=5.0,3.=3.0

n=50.0 n=50.0
Reading Grade B
District A (1)
ICC_,=0.20 0.294 0.302

R%.2,,=0.31,0.00

Reading Grade 3
District B (2)
ICC,=0.15
R2|_2'|_1=0.77,0.OC

0.188 0.193

Math Grade 3
District A (3)
|CC|_2=0.20
R2|_2,|_1=0.54,0.OC

0.252 0.259

Math Grade 3
District B (4)
ICC»=0.17
R?.2.,=0.71,0.00

0.206 0.212

(1) School-level pretest only, lagged 1 year
(2) School-level pretest only, lagged 1 year
(3) School-level pretest only, lagged 1 year
(4) School-level pretest only, lagged 1 year
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15.0 Multisite cluster randomized trial with treatment at level 3

In this section, we demonstrate how to use theicafly Based MDES for planning a
MSCRT with treatment at level 3. The underlying rksdor this design were discussed in
section 10. The only difference is that in the emplly based MDES option, we allow
covariates at levels 1, 2, and 3.

15.1 Example

Suppose a team of researchers develop a new po¢sehaculum for Head Start
students. The developers of the new program hypahehat students who participate in the
program will have improved outcomes in both soeraetional and cognitive domains. They
plan to test students who participate in the nevgmam (experimental group) and students who
participate in the regular program (control grouping various outcome measures to determine
if students using the new program are doing beBeppose that the researchers want to design a
multisite cluster randomized trial with studentstee within classes nested within head start
centers nested blocked by site. Head start ceaterthe unit of randomization. They want to
access the empirical estimates for calculatingMB&S within OD.

The steps for using the Empirically Based MDE $ofwl
Step 1: Select Empirically Based MDES -> multisitester randomized trial with treatment at
level 3. The main screen is in Figure 15.1. Themsareen is similar to the screen presented in
section 12 with the addition of the button for effsize variability, which allows the user to

specify whether the sites are treated as fixeamdom effects.

I Cptimal Design Plus Emprical Evidence oo . [

File Design Empirically Based MDES Help

Close

Figure 15.1. Main screen for a MSCRT with treatrredrievel 3.
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Step 2: Click on level of schooling. It is alreagpecified because Pre-K is the only option.

Figure 15.2 displays the popup window. Click ok.

Level of Schocling @
& Pra-K
© Elementary
C Middle S
€ High School
DK ‘ Cancel |

Figure 15.2. Popup window for level of schooling.
Step 3: Click on point of randomization. It is @dy specified because Preschool (Head start
center) is the only option available. Figure 15spthys the window. Click ok.

Point of Randomization B

& Preschool (Head Start Center)

-
i

OK | Cancel ‘

Figure 15.3. Popup window for point of randomizatio
Step 4: Click on outcome domain and select socratmnal and cognitive (Figure 15.4). Click
ok.

Domain of Study [&J

¥ Social-emational

v Cognitive

OK | Cancel ‘

Figure 15.4. Popup window for domain of study.
The screen then appears with the possible meaguszsnple of the screen is in Figure 15.5.

References for the various measures are includégpendix A.2.
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- Optimal Design Plus Emprical Evidence S

File Design Empirically Based MDES Help
Social-Emotional

Hostile Attribution
Biases

0

Aggressive Interpersonal
MNegotiation Strategies

Aggressive Fantasies

Prosocial Fantasies

Internalizing Symptoms

MNormative Beliefs about
Aggression

Delinquency Scale

Empathy

Aggression (Aggression
Scale)

Behavior Problems Index
(BPI): Total

Behavior Problems Index
(BPI): Externalizing

Behavior Problems Index
(BPI): Internalizing

0 0o o 0o o000 ooon o

| Behavior Problems Index

Figure 15.5. Sample screenshot of the social-emaltimeasures.

Step 5: Suppose we are interested in the measal®&g Picture Vocabulary Test — Il (PPVT).
This is the first measure under the domain cogaisiew we scroll down to cognitive and select
PPVT. The popup window is in Figure 15.6. Each soluepresents a different study that
provides empirical information on the ICCs and Rags (see Appendix A.2 for details on
covariate sets and calculations). Suppose we dble¢taces973sSPR99 and the FACES974s
PR99 to compare to the MDES from two datasets.c8eetwo studies will help the user get a

sense of the sensitivity of the findings to theyuay parameter values.
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Specification of Plausible Values g - =)
Peabody Picture Vocabulary Test - Il (PPVT)
CSRP FACES03 35 Spr04  FACES034s Spri4  FACESS7 35 Sprd8  FACESYT 3s Sprd8  FACESYT 4s Spras
‘Uﬂ'e"c‘m correlation |u 023484 ‘ 0.083164 ‘u 000000 ‘u 051710 ‘u 093217 Iu 062329
evel
‘“ﬂler‘dza)ﬁs correlation |u 073135 ‘0,055433 ‘n 076052 ‘n 000000 ‘n 061582 Iu 012141
W (eve
i R-squared (level 3) |u.5991w ‘ 0.955371 ‘u 000000 ‘0.715132 ‘0.585352 10.924357
I R-squared (level 2) |n 999275 ‘ 0.217640 ‘1 000000 ‘n 000000 ‘n 899264 I 1.000000
: R-squared (level 1) |u 474849 ‘0,442527 ‘n 468482 ‘n 436149 ‘n 350120 Iu 506282
ll cancel ™ Selectcolumn [~ Selectcolumn I~ Selectcolumn [~ Selectcolumn ¥ Select column [~ Select column
! FACESAT 4s Sprd9 Manual
(l
Interclass correlation
0.019915
W (evel3)
Interclass correlation 0031957
i (l2vel 2)
R-squared (level 3) 0657267
l| R-squared (level 2) 1.000000
R-squared (level 1) 0.385204
I
| ¥ Select column [ Select column
I

Figure 15.6. Popup window for Specification of Rliale Values.
Step 6: Click on Identify Scenarios. Suppose thattdtal number of sites is 8 with either 8 or 10
centers per district (evenly split), 4 classrooresgenter and 12 children per classroom. The two

scenarios are shown in Figure 15.7. Click ok taticoe.
Identify Scenarios " 0 (o]

Scenario A Scenario B Scenario C Scenario D Scenario E Scenario F Scenario G

Total number of |B 00 ‘ 3.00 | | I | |
blocks (sites)(L)

Number of centers per block(K)

| Treatment Id,ﬂﬂ ‘E,OO | | ‘ | |

I

i Contial - [4.00 [5.00 | | ‘ | |

| Classrooms per Ifl,UU ‘A,UU | | ‘ | ‘

||| center (J)

| [

[ R T | J I J

! oK Clear column | Clear column ‘ C\earcu\umnl Clear column ‘ Clear column ‘ Clear column I Clear cnluan
: Cancel

Figure 15.7 Popup window for Identify Scenarios.

Step 7: Click on effect size variability. The popumdow is in Figure 15.8. If the user wants to
treat the districts as fixed effects, she selageifblock effects, 0.00. If the user wants tottrea
the districts as random effects, she selects ottgeabptions for random effects or enters a
manual value. The value corresponds to the effeetvariability defined in section 10, or the
variability in the treatment effect across disgidn this case, suppose we select fixed block

effects and random block effects with 0.01.
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Specify Effect Size Variability [

Fixed Block Effects 0.00 v
Random Block Effects 0.01 v
0.05 ™

010 i

Other ™
| OK Cancel ‘

15.8. Popup window for effect size variability.

Step 8: Note that all the tabs are now identifiedji@en (i.e. specified). The main screen also
shows that 2 scenarios have been selected andeébar®available. In addition, 1 measure was
selected with 2 PV sets and there are 10 PV setaingng. Click on generate table. Table 15.1
displays the final table. The fixed effects tabpears first followed by the table assuming
random site effects. Note that in this examplenin@mum detectable effects sizes are quite
different for the two measured considered whichpeas frequently in practice. Thus one must

think carefully about one’s priorities when it cosrtéme to choosing a final sample design.
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Table 15.1 Final output table for multisite clustendomized trial with treatment at level 3.

Minimum Detectable Effect Size for Multisite Clustee Randomized Trial with treatment at Level 3
Fixed site effects, effect size variability = 0.000
Power = 0.80, alpha = 0.05, 2-tail test

Scenario A Scenario B

L=8.0,K;=4.0,K.=4.0|L=8.0,K=5.0,K-=3.0

J=4.0,n=12.0 J=4.0,n=12.0
Peabody Picture
Vocabulary Test - Il
(PPVT) 0.163 0.169

FACES97 3s Spr99
ICC_3,,=0.09,0.06
RPl312.,=0.59,0.90,0.35

Peabody Picture
Vocabulary Test - Il
(PPVT)

FACES97 4s Spr99
ICC.3,5=0.02,0.03
Rl312.,=0.66,1.00,0.39

0.099 0.102

Minimum Detectable Effect Size for Multisite Cluste Randomized Trial with treatment at Level 3
Random site effects, effect size variability = 0.010
Power = 0.80, alpha = 0.05, 2-tail test

Scenario A Scenario B

L=8.0,K;=4.0,K.=4.0|L=8.0,K;=5.0,K-=3.0

J=4.0,n=12.0 J=4.0,n=12.0
Peabody Picture
Vocabulary Test - Il
(PPVT) 0.219 0.224

FACES97 3s Spro9
ICC_3.,=0.09,0.06
RPl312.,=0.59,0.90,0.35

Peabody Picture
Vocabulary Test - Il
(PPVT)

FACES97 4s Spr99
ICC.3,5=0.02,0.03
Rl312.,=0.66,1.00,0.39

0.161 0.164
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Section V: Optimal Design for cluster randomizedtials with binary outcomes

Optimal Design for cluster randomized trials wiihary outcomes includes trials where
intact groups, or clusters, are randomly assigodte treatment or control condition. The
designs included in this section are the two-leWe$ter randomized trial (2-level CRT), the
three-level cluster randomized trials (3-level CRANd the multisite cluster randomized trial
(MSCRT), a subset of the designs included in Sedtip Optimal Design for Cluster
Randomized Trials. However, the difference in #@stion is that the outcome is binary. For
example, a study in which the primary outcome &lgation status (yes/no) would require a
power analysis for a binary outcome. We descrileectinceptual details of each design and

provide a “how to” guide for each design in thddaling 3 chapters.
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15.0 Two level cluster randomized trials with a biary outcome

The general design of a 2-level CRT with a binarjcome is the same as a 2-level CRT
with a continuous outcome: students nested wittiosls, or more generally, the level-1 units
nested within the level-2 unit. However, the outeovariable is different. For example, the
outcome for a study might be whether or not a studeops out of school or whether or not a
student drinks alcohol in high school. The varidids only two possibilities so the outcome is
binary. Because of the structure of the data, tbdehfor a CRT with a binary outcome is
slightly different than the model for a CRT witlt@ntinuous outcome. Let’s take a closer look
at the model.

15.1 The model

The model for a 2-level CRT with adoy outcome can be thought of as an extension of
the generalized linear model applied to a multelesetting. The level-1 model is comprised of
three parts: the sampling model, the link functiemgl the structural model. The level-1 sampling
model defines the probability that the event wadtor. LetY;=1 if an event (often called a

“success”) occurs and;=0 if not. The sampling model is:
Yi lg ~B(m;,g) [15.1]
for 100{12,...,n;} persons per cluster and foi1{12,...,J} clusters;
where m, is the number of trials for persom clusterj; and
@ is the probability of success for persan cluster;.
The expected value and varianceYpfig are:
E(Y, 14) = Mg
Var(Y; |¢)=mg d-¢) [15.2]

Note that in the case of a Bernoulli triat, = 1 so the expected value ¥f | ¢ reduces tag and
the variance reduces g (1-¢ ). A common link function for a binary outcomettie logit link:
7, =|og(i] [15.3]

1-9

wherey; is the log odds of success.
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The probability of success, the odds of succesbttanlog odds of success are all

related. If the probability of succesg,, is 0.50, then the odds of success are 0.5/(F0,%nd
the log odds of success is log (1)=0. If the prdisiof successg , is greater than 0.5, then the

odds of success are greater than 1, and the logafdliccess is positive. If the probability of

successg , is less than 0.5, then the odds of successsghes 1 and the log odds of success is

negative.

The third part of the level-1 model is the struatunodel:
i = /801 [15.4]
where £, is the average log odds of success per clister

The level-2 model has the same form as the leveb@el for a 2-level CRT with a
continuous outcome. However, the interpretatiothefparameters differs because of the logit
link function:

Boi = Voo t VoV, +Up; Up; ~N(O,7) [15.5]

where J,, is the average log odds of success across clusters
Vo1 IS the treatment effect in log odds;
W, is ¥ for treatment and -%2 for control;

Uy; is the random effect associated with each clustan; and

Tis the between cluster variance in log odds.
15.2 Testing the treatment effect

The framework for testing the main effect of treant in the case of a binary outcome is
similar to the case of a continuous outcome. Imtioelel above (equation 15.5), the treatment

effect is denoted,,, . It is estimated by:

A

Yor=1e ~/]c [15.6]
wherer. is the predicted mean for the experimental grodpgs odds and.. is the predicted

mean for the control group in log odds. In a batahdesign (equal cluster sizes of six¢he

A

variance ofy,, can be approximated by:

A(r + 0/ n)

: [15.7]

Var(yy,) =
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whereazz[ ! + ! J/Z
@l-a) al-a)

N

The test statistic is You
JAT+0? )1

approximate the power of the test with J-2 degofdseedom.

. We use the non-central t-distribution to

15.3 Using the Optimal Design for two-level clusterandomized trials with a binary
outcome

The binary outcomes option for the two-level clustandomized trial is limited to power
on the y-axis. The menu for the 2-level CRT withigary outcome is shown below and can be
found by clicking on the following: Desigt» Cluster randomized trials with person level
outcomes> Cluster randomized trial® Treatment at level 2.
Power on y-axis

Power vs. cluster size)(

Power vs. total number of cluste® (

Power vs. probability of success in treatment grguhi(E))
We present an example below and go through the steplved in conducting a power analysis
for a 2-level CRT with a binary outcome variable.
15.4 Example

Suppose a team of researchers are investigatingffinets of a new “Stay in School
Campaign.” They believe that students that paritgpn the program are more likely to graduate
from high school than students who do not partieifa the program. The program target¥ 12
grade students. The program is implemented atdeos level thus we have a nested data
structure of students within schools. The outcoardtfe study is whether or not a student
graduates from high school in 4 years. Based ondzda, the researchers expect the probability
that a student graduates from high school in 4sygmbe 0.6 with bounds around this estimate
from 0.2 to 0.8. The researchers anticipate thbabibity that a student graduates to be 0.75 in
schools that adopt the new “Stay in School Campaifmey expect to have about 200 students
per school. How many schools are required to déectreatment effect with power = 0.80?

In this example, the total number afstérs,J, is unknown. As a result, we want to select
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the power vs. number of cluste® ¢ption. This allows the number of clusters toyalong the
x-axis. The steps for conducting the power analfggiew.

Step 1: Select Desige» Cluster randomized trials with person level outesr» Cluster
randomized trials> Treatment at level 2 Power on y-axis (binary outcome) Power vs.

number of clusters]f as shown in Figure 15.1.

i
Fle Design Working Help

=l
| n | do|dolproxlssd] 1] ve | & [o| X

Figure 15.1.Blank screen for 2-level CRT with binary outcomes.
The toolbar at the top includes the parametersiredjfor calculating the power: sample size
within cluster (n), the probability of successie treatment groupg ), the probability of

success in the control groug.(), and the Plausible Interval for success in th&rob group. The

number of clusters]j does not appear on the toolbar because it valoes) the x-axis.
Step 2: Click on n. Set n(1) = 200. The default poaurves appear. However, we must first set
the additional parameters to match the valuesarpdrticular example before we interpret the

curves.

Step 3: Click ong.. Setg.= 0.75. This is the probability of success in tfeatment group.

Step 4: Click on PI. Set the lower bound = 0.20 gnedupper bound = 0.80. This is the range of
plausible values for the probability of succesthimcontrol group. Note that. must fall within
this range. Click on.. Set¢.= 0.60. This is the probability of success in tbatcol group.

Step 5: Click ong.. Set¢.= 0.60. This is the probability of success in thatool group.

The resulting power curve is in Figure 12.2.
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o = 0.050

{g = 0.750000

05 4¢ = 0.600000

lower plausible value = 0.200000
[ upper plausible value = 0.800000

n=200
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I

14 25 38 a7 53

Number of clusters

Figure 15.2 Power vs. number of clusters.
Clicking along the power curve, we can see that@pmately 36 schools are required for the
study.

The example provided in this section placed th& ttumber of clusters on the x-axis.
However, the number of persons per cluster or thbagbility of success in the treatment group
could be placed on the x-axis and the steps casdtlyebe adapted to conduct the power

analysis.
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16.0 Three level cluster randomized trials with a imary outcome

The general design of a 3-level CRT with a binaujcome is the same as a 3-level CRT
with a continuous outcome: for example, studenssatkwithin classroom nested within schools,
or more generally, the level-1 units nested withia level-2 unit nested within the level-3 unit.
However, the outcome variable is binary, thatheyé are two possible values the variable can
take. For example, the outcome for a study mighbether or not a student drops out of school
or whether or not a student drinks alcohol in lsghool. Because of the structure of the data, the
model for a CRT with a binary outcome is more cawghan the model for a CRT with a
continuous outcome. First we take a closer lodk@imodel.

16.1 The model

The model for a 3-level CRT with a binary outconaa te thought of as an extension of
the generalized linear model applied to a multelesetting. The level-1 model is comprised of
three parts: the sampling model, the link functiamgl the structural model. The level-1 sampling

model defines the probability that the event wiltor. The sampling model is below:

Yic [ ~ B(my.4) [16.1]
for 10{12,...,n;} persons per cluster, fgrCJ {12,...,J} clusters per site and for
kO{12,...,K} sites.
where my, is the number of trials for persoin clusterj in sitek; and

@, 1s the probability of success for persan clusterj in sitek.
The expected value and varianceYpf| ¢, are:

E(Yi [4¢) = My @

var(Y [ 4) = m @ 1-4) [16.2]
Note that in the case of a Bernoulli triafy, = 1 so the expected value ¥f | g, reduces to
@ and the variance reducesdp (1-¢, ). A common link function for a binary outcomethe

logit link:

My = |o{%] [16.3]
I
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wheres, is the log odds of success.

The probability of success, the odds of succesbttanlog odds of success are all

related. For example, if the probability of succegs, is 0.50, then the odds of success are

0.5/(1-0.5)=1, and the log odds of success is 19gd. If the probability of succesg, , is

greater than 0.5, then the odds of success artegtban 1, and the log odds of success is

positive. If the probability of succesg, , is less than 0.5, then the odds of successsshes 1

and the log odds of success is negative.

The third part of the level-1 model is the struatunodel:
M = IBOjk [16.4]
where £, is the average log odds of success per clystesitek.

The level-2 model takes the same form as the [2wvabdel for a 3-level CRT with a
continuous outcome. However, the interpretatiothefparameters differs because of the logit
link function:

The level-2 model, or cluster-level model, is:

Ty = Book + o o ~N@O,7,) [16.5]
where B, is the average log odds of success for site k;

ro IS the random effect associated with each cluated;

T, is the between-cluster variance in log odds wigiies.
The level-3 model, or site-level model, is:

Booc = Yooo + VooV + Uoo Uooe ~ N (0,74,) [16.6]
where ), is the estimated grand mean in log-odds of success

Y001 IS the average treatment effect in log-odds (“nedfact of treatment”);

W, is 0.5 for treatment and —0.5 for control;

Uy IS the random effect associated with each sitenmea

75, IS the between-site variance in log-odds.

Note that the randomization in this design occtite\ael 3.
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16.2 Testing the treatment effect
The framework for testing the main effect of treant in the case of a binary outcome is
very similar to the case of a continuous outconteatbée. In the model above (equation 16.6),

the treatment effect is denotegl. It is estimated by:
Voor="Te ~1lc [16.7]
wherer. is the predicted mean for the experimental grodpgs odds and.. is the predicted

mean for the control group in log odds. The vargaotthe estimated treatment effect can be

approximated by:

. Ar, +(r,+0°In)/J]
Var(yop) = =" [16.8]
whereazz( 1 + 1 J/Z
¢’E(1_¢’E) ¢c(1_¢c)
The test statistic is Vo1 . We use the non-central t-distribution

J@@,, + (@, +0?In)]3)/K
to approximate the power of the test with K-2 degref freedom.

16.3 Using the Optimal Design for three level clust randomized trials with a binary
outcome

The menu for the 3-level CRT with a binary outcamshown below and can be found
by clicking on the following: DesigR> Cluster randomized trials with person level outesre
Cluster randomized trial® Treatment at level 3. In this section we focusborary outcomes as
shown below.
Power on y-axis (binary outcomes)

Power vs. cluster size)(

Power vs. number of clusterd (

Power vs. number of siteK)X

Power vs. probability of success in treatment gr@ahi(E))
The options present the power on the y-axis argethe cluster size, number of clusters, or

probability of success in the treatment group @xfaxis. We present an example below and
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guide the user through the steps for approachie@xiample via the power determination
approach.
16.4 Example

Suppose a team of researchers are investigangffiacts of a new “Stay in School
Campaign.” They believe that students that parigipn the program are more likely to graduate
from high school than students who do not partieifa the program. The program target¥ 12
grade students. Although the program is adopteddekide, the program components are
delivered in first hour. The researchers suspextthill be differences with respect to the
teacher who delivers the program so they are istetden designing a three level study with
students nested within teachers nested within dsh@be outcome for the study is whether or
not a student graduates from high school in 4 y&ased on past data, the researchers expect
the probability that a student graduates from lsigjnool in 4 years to be 0.6 with an upper and
lower bound of 0.2 and 0.8, respectively. The regeaas anticipate the probability that a student
graduates to be 0.75 in schools that adopt the"Séay in School Campaign.” They expect to
have about 25 students per teacher and 6 teackiesshmool. The researchers also suspect that
about two-thirds of the variance is between siteb@ne-third is between clusters within sites.
How many schools are required to detect the treatteféect with power = 0.807?

In the example, the total number of scho8lsis unknown. As a result, we want to select
the power vs. total number of schodf§ pption. This allows the number of clusters toyar
along the x-axis. The steps for conducting the pamalysis follow.

Step 1: Select Desige» Cluster randomized trials with person level outesr» Cluster
randomized trials> Treatment at level  Power on y-axis (binary outcome) Power vs.

total number of clusterK] as shown in Figure 16.1.
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Figure 16.1 Blank screen for 3-level CRT with binary outcomes
The toolbar at the top includes the parametersiredjfor calculating the power: sample size

within cluster (n), the number of clusters per éle the probability of success in the treatment
group (@), the probability of success in the control gr¢gp), the Plausible Interval for success

in the control group, and the set button. The aébh asks the user to specify the percent of
variability at the cluster level and the site leviie total number of site&K) does not appear on
the toolbar because it varies along the x-axis.

Step 2: Click on n. Set n(1) = 25. The default poeteves appear. However, we must first set
the additional parameters to match the valuesarpdrticular example before we interpret the
curves.

Step 3: Click onl. SetJ(1) = 6. This the number of clusters per site.

Step 4: Click ong.. Setg.= 0.75. This is the probability of success in tfeatment group.

Step 4: Click ong.. Set¢.= 0.60. This is the probability of success in thatool group.
Step 5: Click on PI. Set the lower bound = 0.20 gnedupper bound = 0.80. This is the range of
plausible values for the probability of succesthim control group. Note that. must fall within

this range.

Step 6: Click on set. Specify the percent of varegabetween clusters within sites. The percent of
variance between sites will automatically be calted as 1 — percent of variance between
clusters. Set the percent of variance betweenerkist0.33.
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Figure 16.2 Power vs. total number of sites.
Clicking along the power curve, we can see that@pmately 28 schools are required for the
study, 13 schools in the treatment condition andd®ols in the control condition.

The example provided in this section placed th& ttumber of sites on the x-axis.
However, the number of persons per cluster, thebaurof clusters per site, or the probability of
success in the treatment group could be placeder-bxis and the steps could easily be

adapted to conduct the power analysis.
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17.0 Multisite Cluster Randomized Trials (MSCRT) wth Binary Outcomes

The general design of a MSCRT with a binary outeasithe same as a MSCRT with a
continuous outcome: for example, students nestddmmelassrooms which are blocked by
schools. However, the outcome variable is bindrgt is, there are two possible values the
variable can take. For example, the outcome faudysmight be whether or not a student drops
out of school or whether or not a student drinkslabl in high school. Because of the structure
of the data, the model for a MSCRT with a binarycome is more complex than the model for a
CRT with a continuous outcome. Let’s take a cldsek at the model.

17.1 The model

The model for a MSCRT with a binagt@me and random site effects can be thought
of as an extension of the generalized linear magplied to a multi-level setting. The level-1
model is comprised of three parts: the samplingehdte link function, and the structural
model. The level-1 sampling model defines the pbdltg that the event will occur. The

sampling model is below:

Yi [ ~ B(my.4) [17.1]
for 10{12,...,n;} persons per cluster, fgrCJ {12,...,J} clusters per site and for
kO{12,...,K} sites.
where my, is the number of trials for persoin clusterj in sitek; and

@, 1s the probability of success for persan clusterj in sitek.
The expected value and varianceYpf| ¢, are:

E(Yi [4¢) = My @

var(Y [ g) = m @ 1-4) [17.2]
Note that in the case of a Bernoulli triafy, = 1 so the expected value ¥f | g, reduces to
@, and the variance reducesdp (1-¢, ). A common link function for a binary outcomethe

logit link:

My = |o{%] [17.3]
I3
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wherer, is the log odds of success.

The probability of success, the odds of succesbttanlog odds of success are all

related. For example, if the probability of succegs, is 0.50, then the odds of success are

0.5/(1-0.5)=1, and the log odds of success is 19gd. If the probability of succesg, , is

greater than 0.5, then the odds of success artegtban 1, and the log odds of success is

positive. If the probability of succesg, , is less than 0.5, then the odds of successsshes 1

and the log odds of success is negative.

The third part of the level-1 model is the struatunodel:
M = IBOjk [17.4]
where £, is the average log odds of success per clystesitek.

The level-2 model takes the same form as the [Bvabdel for a MSCRT with a
continuous outcome. However, the interpretatiothefparameters differs because of the logit
link function:

The level-2 model, or cluster-level model, is:

Thy = Booc +ﬁ0]ijk ok loj ~ N@Or,) [17.5]
where B, is the average log odds of success for site k;

B,y is the treatment effect at ske

W, is a treatment contrast indicator, %2 for treatnaett -2 for the control;

roi IS the random effect associated with each cluated;

T, is the between-cluster variance in log odds wighies.
The level-3 model, or site-level model, is:

Boo = Vooo+ Yo var (Ugo) ~ Tg,,

Bow = Yoo Yox var (Upy) ~ 74, COV(Uggy,Upw) =74, [17.6]
where J,,is the estimated grand mean in log-odds of success;

Yo10 IS the average treatment effect in log-odds;

Uy IS the random effect associated with each sitenmea

U,y IS the random effect associated with each sitdrtrent effect;
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7,4, Is the between-site variance in log-odds;
7, Is the between-site variance on the treatmenteiidog-odds; and

7,4, Is the covariance between site-specific meanssaeespecific treatment effects.

14.2 Testing the treatment effect

The framework for testing the main effect of treant in the case of a binary outcome is
very similar to the case of a continuous outconreabée. In the model above (Equation 17.6),
the treatment effect is denoteggl . It is estimated by:

Voor =1 ~1c L7.7]
wherer. is the predicted mean for the experimental groupgs odds andj. is the predicted

mean for the control group in log odds. The vargaotthe estimated treatment effect can be

approximated by:

Var(;/oo]) = [r[,,11 + (4(r,, +0°/ n))/ J]/ K

where g*? :[ ! + ! ]/2
¢E(1_¢E) % (1_¢C)

n

The test statistic is Vo . We use the non-central t-distribution to
J (T, + AT, + 02 1M)/ 3] /K

approximate the power of the test with K-1 degi@eseedom.
17.3 Using the Optimal Design for multisie clusterandomized trials with a binary outcome

The menu for the MSCRT with a binary outcome isvat below and can be found by
clicking on the following: Desigr> Cluster randomized trials with person level outesr»
Multi-site Cluster randomized triat® Treatment at level 2. In this section we focus mraty
outcomes as shown below.

Power on y-axis (binary outcomes)

Power vs. cluster size)(

Power vs. number of clusterd (

Power vs. number of siteK)X

Power vs. probability of success in treatment grahi(E))
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The options present the power on the y-axis aiethe cluster size, number of clusters per
site, total number of sites or probability of susxé the treatment group on the x-axis. We
present an example below and guide the user thringgsteps for approaching the example.
17.4 Example

Suppose a team of researchers are investigatngftcts of a new “Stay in School
Campaign.” They believe that students that paripn the program are more likely to graduate
from high school than students who do not partteipa the program. The program targetg‘ 12
grade students. The researchers suspect thataiteedifferences between districts so they decide
to block on district. That is, within each distrittiey will randomly assign schools to either the
new program or the current program. The outcoméhiistudy is whether or not a student
graduates from high school in 4 years. Based ondada, the researchers expect the probability
that a student graduates from high school in 4sygabe 0.6 with an upper and lower bound of
0.2 and 0.8, respectively. The researchers antecip@ probability that a student graduates to be
0.75 in schools that adopt the new “Stay in Sci@shpaign.” They expect to have about 200
students per school and 6 schools per districtuasg a small effect size variability, how many
districts are required to detect the treatmentceffigth power = 0.807?

In this example, the total number of districtsis unknown. As a result, we want to select
the power vs. total number of sité€) Option. This allows the number of sites to vaong the
x-axis. The steps for conducting the power analfgdiew.

Step 1: Select Desige» Cluster randomized trials with person level outesr» Multisite (or
blocked) trials> Treatment at level 2 Power on y-axis (binary outcom®) Power vs. total

number of sites) as shown in Figure 17.1.
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Figure 17.1.Blank screen for power vs. total number of sites.
The toolbar at the top includes the parametersiredjfor calculating the power: sample size
within cluster (n), number of clusters per silg the probability of success in the treatment

group (@), the probability of success in the control gr¢¢p),the Plausible Interval for success

in the control group and ESV. The ESV specifiesdtiect size variability, or if the sites are
treated as random, how the sites differ with respethe treatment effect. If the sites are treated
as fixed effect, the user should set the ESV {th@. total number of site&} does not appear on
the toolbar because it varies along the x-axis.

Step 2: Click on n. Set n(1) = 200. The default poeurves appear. However, we must first set
the additional parameters to match the valuesarpdrticular example before we interpret the
curves.

Step 3: Click onl. SetJ(1) = 6.

Step 4: Click ong.. Setg.= 0.75. This is the probability of success in tle&atment group.

Step 5: Click ong.. Set¢.= 0.60. This is the probability of success in tbatool group.
Step 6: Click on PI. Set the lower bound = 0.20 gnedupper bound = 0.80. This is the range of
plausible values for the probability of succesthim control group. Note that. must fall within

this range.
Step 7: Click on ESV. Set ESV to small. The resgltturve is in Figure 17.2.
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Figure 17.2 Power curve.
Clicking along the power curve, we can see that@pmately 13 districts are required for the
study with 6 schools per district.

The example provided in this section placed ti& twumber of sites on the x-axis.
However, the number of persons per cluster, thebmurof clusters per site, or the probability of
success in the treatment group could be placed®r-axis and the steps could easily be
adapted to conduct the power analysis.

167



Section V: Optimal Design for measurement of grouprocesses

Optimal Design for measurement of group processdades trials where the outcome of
interest is measured at the group level, not thevidual level. The instruments used to measure
the quality of functioning of a group or an orgatian typically rely on either observational data
or interview data. Inherent in both observatiorstbdand interview data is measurement error.
The magnitude of the measurement errors reduceglibbility of the instrument. Similarly, the
reliability is related to the power of a test; tireater the reliability, the greater the power.Shu
instruments that exhibit higher levels of relidlyilare advantageous to researchers planning
cluster randomized trials to measure group prosesgl adequate power. The power analyses
in this section account for reliability of measucdgroups. The designs included in this section
are the two-level cluster randomized trial withlaster-level outcome, the three-level cluster
randomized trial with a cluster-level outcome, #émel multisite cluster randomized trial with a
cluster-level outcome. We describe the concepteild of each design and provide a “how to”

guide for each design in the following 3 chapters.
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18.0 Two-level cluster randomized trials with a clster-level outcome

Two-level cluster randomized trials with a clusirel outcome are studies in which the
measure is at the group or cluster level and titeofinandomization is also at the group level.
For example, suppose a group of researchers arested in the effect of a classroom
intervention on classroom quality. Classrooms arelomly assigned to receive the intervention
and observers collect data on classroom qualitg. cT&assroom is the unit of measure and the
unit of randomization. The unreliability with whi¢he classroom is measured contributes to the
power to detect the treatment effect. First, war@ra the model in order to determine what
affects the power of the study.

18.1 The model

We can think of this as a two level model wheresl@ne is a measurement model and
level two represents the cluster level. The meamant model captures all sources of
measurement error, such as temporal variation re@seariation, individual variation, or item
variation. Consider an admittedly over-simplifiemse in which there one and only one
classroom is sampled within each school and wheEre@nly source of measurement error is item
inconsistency (for now we assume other sourcekjdimg rater error and temporal instability, to
be null). We also assume each item to be normalyilobuted about a common classroom mean.

Then a level-1 model might be

Y, =B *+6 e ~N(00?) [18.1]
for

t=1,....T items within a scale

j =1,... clusters
where

B,; is the mean score in clusfer

g Is the measurement error associated with each item

The level-2 model is:

Boi = Voo T VoWV, + Uy, Up; ~N(O,7) [18.2]

where
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Yoo IS the grand mean

VoiiS the treatment effect

U, Is the error associated with each cluster
T is the between cluster variance.

18.2 Testing the treatment effect

We are interested in the main effect of treatmgptwhich is estimated by:

~

Voo =Ye—Yc, [18.3]

whereYe is the mean for the experimental group afidis the mean for the control group.

When each treatment has an equal nuni2y of clusters, the variance of the main effect of

treatment is:

AMr+0°IT)
J

whereT is the number of items within the scale drid the total number of clusters.

Var(yy,) = [18.4]

We are interested in testing the null hypothesisootreatment effect.

Ho Vo1 =0vs. H 1), 20,
The test statistic is dn statistic. Assuming there is a difference in gmupeF test follows a
non-centraF distribution,F(1, J-2; A). Below is the noncentrality parameter for the,tést

which is the ratio of the squared-treatment efte¢he variance of the treatment effect estimate.

/1 _ ygl - Kygol
) Ar+0?IT)IJ

= 7o [18.5]
Var(y,,

18.3Standardized Notation
For studies measuring group processes, we stamddhg model differently than for
studies measuring individuals. The first differemce the effect size. We define the

standardized effect size below:

- Yoo
- [18.6]

Note that the effect size is divided by the squace of the level-2 variance. This differs from

the 2-level CRT notation for individual-level outoes, which divides the effect size by the
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square root of the sum of the level-one and lewelxtariance. The reason this effect size is
divided by only the level-2 variance is becauseaweemeasuring a level-2 process. We are
looking at change in group processes so we onlyt teamse the between group variance and not
the measurement error to standardize the valugthir words, standardization occurs at the
level of randomization.

The second main difference is that we use reltgbiistead of the intra-class correlation
for purposes of assessing power. We assume thefunaihdomization is the same as the unit of
measurement and define the reliability at the elulgvel in Equation 18.7.

T

- 18.7
r+o’T [18.7]

reliab,, =

The reliability is similar to the intra-class cdaton except that it adjusts for the number of
items within a scale.
The non-centrality parameter can also be definddrims of the effect size in equation
18.6 and the level-2 reliability in equation 18The non-centrality parameter is:
1= (reliab, ,)0°
4/J

Looking at the noncentrality parameter, we cantBaktincreasing the reliability increases the

[18.8]

power. Because the reliability is a function of tagiance and the number of items in a scale and
the variance is typically not under the controtltd researcher, increasing the number of items in
a scale is one method for increasing the religtglitd hence the power of the study. In addition
to the reliability, increasing the number of clustalso increases the power. Finally, larger effect
sizes result in greater power. However, the sizh®kffect is often determined by the
phenomenon under investigation, not by the research

We can generalize the example to any case in wijrimip quality is measured with
reliability denoted aseliab, including cases in which the reliab takes intcoamt multiple
sources of error, including temporal instabilitydaater inconsistency, for example.
18.4 Using the Optimal Design for two-level clusterandomized trials with a cluster-level
covariate

This section focuses on how to use the Optimal dresoftware to design a two-level
cluster randomized trial with a cluster-level outen The menu for the 2-level CRT with a

cluster level covariate is shown below and candoed by clicking on the following: Desigt
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Cluster randomized trials with cluster-level out@mimeasurement of group process2s)
Cluster randomized triat® Treatment at level 2.
Power on y-axis
Power vs. number of clusterd (
Power vs. effect size (delta)
Power vs. cluster-level reliability (Rel(L2))
MDES on y-axis
MDES vs. number of clusterg)(
MDES vs. powerR)
MDES vs. cluster-level reliability (Rel(L2))

The first set of options present the power on Haig and either the number of clusters, effect
size, or the cluster-level reliability on the x-sxThe second set of options present the MDES on
the y-axis and either the number of clusters, ppatecluster-level reliability on the x-axis. We
present an example below and guide the user thrithegsteps for approaching the example via
the power determination approach or the effect ap@oach.
18.5 Example

Suppose a team of researchers want to measunaplaeti of an intervention on the
guality of functioning at pre-school sites. Theriders of the intervention propose that the
overall quality of functioning will increase withagticipation in their program. They plan assess
the quality of the pre-schools using an observatiorstrument. The researchers plan to
randomly assign pre-school sites to either thertreat or control, hence they have a cluster
randomized trial. Section 18.6 presents a scemaraich the power determination approach
for conducting a power analysis is most applicale the details of how to do the power
analysis using OD. Section 18.7 presents a scemmawich the effect size approach is most
applicable and the details of how to do the poweatysis using OD.
18.5 Power determination approach for conducting @ower analysis

Based on previous studies that use the same @ltgeral instrument, the researchers
estimate the pre-school level reliability equalgs0oand want to be able to detect a minimum

effect size of 1.0. How many pre-schools are reglin order to achieve power equal to 0.80?
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In Scenario 1, the number of clustersis unknown. As a result, we want to select the
power vs. number of clusterd) option. This allows the number of clusters toyalong the x-
axis. The steps for conducting the power analysiew.
Step 1: Select Desigt» Cluster randomized trials with cluster level outas (measurement of
group processesy Cluster randomized triat® Treatment at level 2 Power on y-axis>

Power vs. number of clusterd @s shown in Figure 18.1.

» Optimal Design ] 3]
Fle Desgn Working Help
—ioixi

ot B [rhefens|sve| ke e @ || X

Figure 18.1 Initial blank screen for power vs. number of tdus ().

The toolbar at the top includes the parametersired|or calculating the power: the effect size
(6) and the reliability of the cluster-level covaddtelL2). The number of clusterd) does not
appear on the toolbar because it varies along-tnes<

Step 2: Click ord. Set delta(1) = 1.0. Recall that delta in the adse2-level CRT for a cluster

level covariate is defined as= A and delta in a 2-level CRT with an individual legelariate

N
y

additional parameters to match the values in tiecodar example before we interpret the

is defined a®) = . The default power curves appear. However, we ffirgstset the

curves.
Step 3: Click on relL2. Set relL2 (1) = 0.75. Tlesulting power curve is in Figure 18.2.
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Figure 18.2 Power curve.
Clicking along the power curve, we can see that@pmately 44 total clusters are required for
the study, 22 in the treatment condition and 2thécontrol condition.

The example provided in this section placed timeda size on the x-axis. However, the
reliability or the effect size could be placed be k-axis and the steps could easily be adapted to
conduct the power analysis.

18.6 Effect size approach for conducting a power atysis

Based on previous studies that use the same @ltgaral instrument, the researchers
estimate the pre-school level reliability equalgi.They have secured 40 classrooms, 20 in the
treatment and 20 in the control. What is the MDE® wower = 0.807?

In Scenario 2, the MDES is unknown so it makes nserese to select an option with the
MDES on the y-axis. One option is to select MDESnsnber of clusters]). This will allow
the user to see how the MDES changes as a funatitre total number of clusters holding the
power constant. Using this approach is very udaiitilalso requires that after the MDES is
determined, the researcher consult the literatufdings from a pilot study to determine if the
MDES is reasonable. The steps for conducting theepa@analysis follow.

Step 1: Select Desige» Cluster randomized trials with cluster level outas (measurement for
group processesy Cluster randomized triat® Treatment at level 2 MDES on y-axis>

MDES vs. number of clusterg)(as shown in Figure 18.3.
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Figure 18.3.Blank screen for MDES vs. number of clusters.

Step 2: Click orP. SetP(1) = .80.

Step 3: Click on relL2. Set Reliab(12)(2) = 0.7Hh€elresulting power curve appears in Figure
18.4.

~loix]

Fie Design Help

. Measurement of Group Processes - 2-level CRT -Mini —1al =]

cr[ [sfs]e] Lo o] o]

o =10.050
F=1 EU.IE\LZ= 07s

0 o~ mowm
w
I

@ N -
@
1

Number of clusters

Figure 18.4.Power vs. number of clusters.
Clicking on the trajectory reveals that with 40stkrs, the MDES is approximately 1.06.

The examples in this section are meant to proatdgiide to users for how to use the 2-
level CRT with a cluster level outcome. We desdiPewer vs. number of clusted and

MDES vs. number of clusterd)( The other options function similarly, and simplace a
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different parameter on the x-axis. The choice oiclwimodule is most appropriate depends on
the unknown parameters. However, all modules yteédsame results if identical parameters are
used so the choice depends on what module is nosstly aligned with the known and

unknown parameters in a study.
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19.0 Three-levelcuster randomized trials with a cluster-level outcone

A three level trial with randomization at level ¢eris a commonly used design. For
example, imagine an evaluation for a new elementath program. Schools are randomly
assigned to either the new program or their requiagram. Within each school, all the
classrooms adopt the new program. The effects @fitath the new program are evaluated by
the quality of functioning of a classroom. This mg#hat the outcome is being measured at the
level two/cluster level. The measurement usualigseon either observational or interview data,
which means it includes measurement error. The uneasent error as well as the nested
structure of the data has implications for statédtpower. First, we take a closer look at the
models.

19.1 The model

We can think of this as a three level model wHewel one is the measurement model.

the level-1 model is a measurement model. We adgagin with a simplified case in which item

inconsistency is the only source of measurement:err

Yik = o + € e« ~ N 0,0%) [19.1]
for

t =1,...,T items within a scale

j =1,...,d clusters (classroom in this case)

k =1,...,K sites (school in this case)
where

Y is the observed outcome for iteérim clusterj in sitek
7%, is the mean for clustgrin sitek
& IS random error associated with the item

o?is the measurement variance.

The level-2 model is

Ty = Boo * Fojk Toj ~ N(O’ Trr) [19.2]

where
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Booc 1S the mean for site
i IS random error associated with the cluster
T, is the variance between clusters within sites.

The level-3 model is

Book = Vooo + Yook * Ugok Uok ~NO,74,,) [19.3]
where
Yooo IS the grand mean
Yoo1 IS the treatment effect (“main effect of treatnignt
W, is a treatment contrast indicator, 0.5 for treattvaand —0.5 for control
Uy IS the random error associated with each site mean
74, 1S the residual variance between site means.
19.2 Testing the treatment effect
In the model above, the treatment effect is edehat level-3 and is denotgqg,,. Given

a balanced design, it is estimated by:

n

Yoor =Ye—Yc [19.4]
where Y is the mean for the experimental group

Y ¢ is the mean for the control group.

Because of the nested structure of the data, weosemclusters and sites in order to
estimate the treatment effect. The variance ot#tenated treatment effect combines the

variance at all three levels, the variance betwatnmeans,; , the within-site or between-

cluster variance,, , and the within-cluster measurement variance,
Assuming balanced allocation of clusters to treatra@d control, the variance of the
treatment effect is estimated by:

A1, +(1,+0°IT)/J]

< [19.5]

Var(yoo) =
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whereT is the number of items within the scalés number of cluster per site aKdds
the total number of sites.

To test the null hypothesis of no treatment effeet,use aifr statistic.

Ho Voo =0 vsS. H, Vo, # O,

TheF test follows a non-centréd distribution,F(1, K-2; 1) . Recall that the
noncentrality parametet,, is a ratio of the squared-treatment effect tovémeance of the

treatment effect estimate. Below is the noncenyralirameter for the test.

2
A=t Ryro— Kig‘”z/T 13 [19.6]
var(yoo) [Tﬁoo (T 4o D]

19.3 Standardized notation
To reinforce the concept of the measurement medektandardize the model
differently:

Here, we define the standardized effect size below:

o=—Yo__ [19.7]

V Iy + Z-ﬁoo

Note that the effect size is divided by the squacg of the level-2 and level-3 variance.

This differs from the three-level model when measugnt occurs at the individual level, which

divides the effect size by the square root of tha sf the level-1, level-2 and level-3 variance.

The reason this effect size is divided by onlylthel-2 and level-3 variance is because we are

measuring a level-2 process. So we do not use mezasut error to standardize the treatment

effect.

Since we are measuring the outcome at the classiat) the measurement reliability is

the key factor which would affect the power of #tedy. The measurement reliability at the
classroom is:

. T
rel|abL2 = ﬁ [198]

Also, the percentage of variance of average tre@teféect between schools is:

— Tﬁoo
Pleve = I+ Tpoo [199]
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Notice that here the percentage of variance betwekools to the total variance is
different from the intra-class correlatign, . in the 3-level CRT because the first level is a
measurement model whose variance is measuremeng.err

In standardized notation, the non-centrality patame , can be rewritten as:

2
)= Ko [19.10]

1_ plevel3
+
{'O'EVEB J*reliab,,

Recall that increasing the noncentrality paramieigneases the power to detect the

treatment effect. The size of the treatment effeoften based on theory, past studies, or a pilot
study which means the researcher cannot inflatsiteeof the treatment effect to increase power
without decreasing the theoretical or practicalatesions of the study. Equation 10 reveals that
decreasing the variance between sites will incrédas@ower. The OD allows the user to enter a

site-level covariate which can reducg . However, ther, and o*are not under the control of

the researcher. Equation 16.10 also reveals thegasing the measurement reliability increases
the power. For example, we can either increasaunger of items during measuring, T to
increase the level two reliability. Indeed, frorruatjon 16.10, we can see that increasing the
number of site&, or number of clusters, can also increase the power.
19.4 Using the Optimal Design for three-level clust randomized trials with a cluster-level
covariate

This section focuses on how to use the Optimaldvesoftware to design a three-level
cluster randomized trial with a cluster-level outen The menu for the 3-level CRT with a
cluster level outcome is shown below and can baddwy clicking on the following: Design ->
Cluster randomized trials with cluster-level out@mimeasurement of group processes) ->
Cluster randomized trials -> Treatment at level 3.
Power on y-axis

Power vs. number of level-2 unity) (

Power vs. number of level-3 units)(

Power vs. effect size (delta)

Power vs. intraclass correlation at level-3 (rho)

Power vs. reliability at level-2 (Rel(L2))
MDES on y-axis
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Power vs. number of level-2 unit$ (

Power vs. number of level-3 units)(

Power vs. powerR)

Power vs. intraclass correlation at level-3 (rho)

Power vs. reliability at level-2 (Rel(L2))

The first set of options present the power on Haig and the second set of options present the
MDES on the y-axis. We present an example belowgande the user through the steps for
approaching the example via the power determinatpproach or the effect size approach.
19.5 Example

Suppose a team of researchers is interested effiwt of a new comprehensive school
reform (CSR) on the organization of a classroone TSR is implemented at the school level.
Schools are randomly assigned to either the CSRearregular teaching methods. The
organization of the school will be measured viabhservational instrument. Data from other
studies were obtained prior to this study. Thisoéedthe researchers to estimate the reliability
at the school level. Their estimate took into actaamporal variability and observer variability
since schools were assessed at different timebyddferent people. Assume the reliability at
the school level was 0.75, and intraclass corlas 0.15. Section 19.6 presents a scenario in
which the power determination approach for conahgcéi power analysis is most applicable and
the details of how to do the power analysis usiily Section 19.7 presents a scenario in which
the effect size approach is most applicable andi¢hails of how to do the power analysis using
OoD.

19.6 Power determination approach for conducting @ower analysis

The researchers secure 14 classrooms per schiay.are interested in an effect size of
0.75. How many schools are required in order toeare power equal to 0.80?

In Scenario 1, the number of level-3 unKsjs unknown. As a result, we want to select
the power vs. number of level-3 unit§) (option. This allows the number of schools to vary
along the x-axis. The steps for conducting the pamalysis follow.

Step 1: Select Desiger Cluster randomized trials with cluster level outas (measurement of
group processesy Cluster randomized triat® Treatment at level  Power on y-axis

—>Power vs. number of level-3 unik§(as shown in Figure 19.1.
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Figure 19.1 Initial blank screen of Power vs. level-3 unk9.(

Step 2: Click onl. SetJ(1) = 8.

Step 3: Click ord. Set delta(1) = 0.75.

Step 4: Click orp. Set rho (1) = 0.15.

Step 5: Click on relL2. Set relL2 (1) = 0.75. Theeyer curve is in Figure 19.2.

» Dptimal Design ] 3]
File Design Working Help
. Measurement of Group Processes - 3-level CRT - Power ¥s. num ol x|

at| 7| 8| p|mu|rd s 12 |reom] @ ]as] x|

.= 0.050
J=5,6= 075 p= 015 REL= 0.75

0E

05

~ofoT
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03 A
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01 A

15 28 37 48 29

Mumber of level 3 units

Figure 16.2. Power curve.
Clicking along the power curve, we can see that@pmately 54 total clusters are required for

the study, 27 in the treatment condition and 2thecontrol condition.
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The example provided in this section placed tmepda size on the x-axis. However, the
other parameters could be placed on the x-axigtendteps could easily be adapted to conduct
the power analysis.

19.6 Effect size approach for conducting a power afysis

The researchers have secured 40 schools, 20 iretitenent and 20 in the control and 10
classes per school. What is the MDES with power88D

In Scenario 2, the MDES is unknown so it makes nserese to select an option with the
MDES on the y-axis. One option is to select MDESnsnber of level-3 unit¥K(). This will
allow the user to see how the MDES changes asdidumnof the total number of schools holding
the power constant. Using this approach is verjulibeit also requires that after the MDES is
determined, the researcher consult the literatufmdings from a pilot study to determine if the
MDES is reasonable. The steps for conducting theepa@analysis follow.

Step 1: Select Desigr Cluster randomized trials with cluster level outas (measurement for
group processesy Cluster randomized triat® Treatment at level & MDES on y-axis>

MDES vs. number of level-3 unit&) as shown in Figure 19.3.

=1gix]

Fls Design Workng Help
- Measurement of Group Pros =181
o T |P | P |me|rd|os] 12 |ee]om] @ ]as] x|

Figure 19.3 Blank screen for MDES vs. number of clusters.
Step 2: Click onl. SetJ(1) = 10.

Step 3: Click orP. SetP(1) = .80.

Step 4: Click omp. Set rho (1) =0.15
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Step 5: Click on relL2. Set Reliab(12)(2) = 0.7H€lresulting power curve appears in Figure
19.4.

RER
File Design Help
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o TP | p[ardsnelsn| k2| e]owe] @ |as | X]
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0.6

@M
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Number of level 3 units

Figure 19.4 Power vs. number of level 3 units.
Clicking on the trajectory reveals that with 40stkrs, the MDES is approximately 0.47.

The examples in this section are meant to proaidgiide to users for how to use the 2-
level CRT with a cluster level outcome. We desaiBewer vs. number of level-3 units)(and
MDES vs. number of level-3 unit&). The other options function similarly, and simphace a
different parameter on the x-axis. The choice oiclwimodule is most appropriate depends on
the unknown parameters. However, all modules yteédsame results if identical parameters are
used so the choice depends on what module is nosstly aligned with the known and

unknown parameters in a study.
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20.0 Multi-site cluster randomized trials with a clister-level outcome

A multi-site cluster randomized trial with a clestevel outcome is a blocked design. For
example, imagine an evaluation for a new charatgeelopment program. Within schools,
classrooms are randomly assigned to either thepmegram or their regular program. The
effects of adopting the new program are evaluayeithé quality of functioning of a classroom.
This means that the outcome is being measurec vl two/cluster level. The measurement
usually relies on either observational or intervigata, which means it includes measurement
error. The measurement error as well as the nestecture of the data has implications for
statistical power. The treatment of blocks, or sdtoas fixed or random effects also has
implications for power. First, we take a closerd@t the models.
20.1The model

We can represent data from a MSCRT as a three hevdél where the lowest level is the
measurement model, level-two is the cluster levatieh and the highest level is the site/block
level model. Note that the cluster is the unitasfdomization and the unit of measure. Any
variation below the level of the cluster contrilsite the measurement error including temporal
variation, observer variation, individual variatjar item variation. Assuming items constitute

the sole source of error, the level-1 model is:

Yik = o + € e« ~ N 0,0%) [20.1]
for

t =1...,T items within a scale

j =1...,J clusters

k=1...,K blocks
where

Y is the observed outcome for iteérim clusterj in blockk

70, is the mean for clustgrin blockk
& Is random error associated with the item

Note that equation 1 represents a very simple nmmeasnt model and temporal or observer
variation could also be modeled at this level.

The level-2 model is:
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i = Book + BoaWi + o foj ~ N(O’ Tn) [20.2]

Booc 1S the mean for sitle
By is the treatment effect at ske

W, is a treatment contrast indicator, %2 for treatneemt -%2 for control

o 1S random error associated with the cluster
The level-3 model is

Book = Yooo * Uooc Yoo ~ N (O.75,) Upy ~N (O, Ts.) [20.3]
Bos = Voro * U

COV(Ugy s Ugy ) = L,
where

YooolS the grand mean

YoiolS the average treatment effect

Uy IS the random error associated with each site mean

Uy, IS the random error associated with each sitertresat effect.

20.2 Testing the treatment effect

We are interested in the main effect of treatmegpf, which is estimated by:
Voro=Ye—Yc [20.4]

whereY e is the mean for the experimental group ahdis the mean for the control group.
Assuming balanced allocation of clusters to treatra@d control, the variance of the
estimated treatment effect is:

r,+o0’lT
A

K

var(yy,) = [20.5]
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whereT is the number of items within the scalés the number of clusters per site, & the
total number of sites.

To test the null hypothesis of no treatment effeet,use aifr statistic.

Ho Voro=0 VS. H, 1 Vo0 # O,

TheF test follows a non-centr&l distribution,F(1, K-1; A). Recall that the

noncentrality parametet,, is a ratio of the squared-treatment effect tovémeance of the

treatment effect estimate. Below is the noncenyralirameter for the test.

e Ve K

Var(Vow) 1.+ 1,+0°IT
A J

20.3 Standardized Notation
To reinforce the concept of the measurement medektandardize the model differently
and reconceptualize it in terms of reliability st of intra-class correlations. We define the

standardized effect size below:

g = Yow [20.6]

N
Note that the effect size is divided by the squac of the between cluster variance. Recall that

this is because we are standardizing at the sarektleat we are randomizing. We must also

define the effect size variability in this same ritesis the effect size. It is:
o=t [20.7]

In addition to the new effect size and effect siadgability, we define the cluster level
reliability as:

. T
rellabL2 = ﬁ [208]

We want the level-2 reliability because we are mamizing and measuring at level-2

The non-centrality parameter can be defined ims$eof the new effect size and the level-
2 reliability. The non-centrality parameter is:

Note that the standardized values depend on thrkneeing the within-block between-cluster varlané"gr. Because this value is typically

unknown prior to blocking, the Optimal Design praxgrasks for the standardized values prior to bfagkis well as the percentage of variance
explained by the blocking variable and calculatesstandardized values within the program.

187



2
A= Ko™ [20.9]
o, +4/J(reliab,,)

Recall that the larger the non-centrality parameber greater the power of the test. Thus it is
clear that increasing the reliability, the numbgsites, and the number of clusters per site are
three options that the researcher has to incréasgawer. Increasing the effect size also
increases power but is typically not set by theaesher.
20.4 Using the Optimal Design for multisite clusterandomized trials with a cluster-level
covariate

This section focuses on how to use the Optimal gpesoftware to design a multisite
cluster randomized trial with a cluster-level oute The menu for the MSCRT with a cluster
level covariate is shown below and can be foundlicking on the following: Desigr> Cluster
randomized trials with cluster-level outcomes (nueesient of group processe3)Multisite (or
blocked) cluster randomized trias Treatment at level 2. The menu is below.
Power on y-axis

Power vs. number of siteK)X

Power vs. number of clusterd (

Power vs. effect size (delta)

Power vs. cluster-level reliability (Rel(L2))
MDES on y-axis

MDES vs. number of site&J

MDES vs. number of clusterd)(

MDES vs. powerR)

MDES vs. cluster-level reliability (Rel(L2))

The first set of options present the power on Haig and either the number of sites, number of
clusters, effect size, or the cluster-level religbon the x-axis. The second set of options
present the MDES on the y-axis and either the numbsites, number of clusters, power, or
cluster-level reliability on the x-axis. We presantexample below and guide the user through
the steps for approaching the example via the poermination approach or the effect size
approach.

20.5 Example
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Suppose a team of researchers want to measunaplaeti of an intervention on the
quality of functioning in elementary classroomseThsearchers hypothesize that the overall
quality of functioning will increase with participan in their program. They plan to assess the
guality of the classrooms using an observationgtlirment. The researchers plan to randomly
assign 8 classrooms within schools to either thattnent or control condition. Thus schools act

as blocks, or sites, and classrooms are withirsitles. They hypothesize that blocking will

explain 20% of the variation in the outcome. Theesechers expect there to be variability across

sites so they plan to use a random effects modale®on previous studies, they expect the
effect size variability to be approximately 0.1@c8on 20.6 presents a scenario in which the
power determination approach for conducting a pamalysis is most applicable and the details
of how to do the power analysis using OD. Secti0rY Dresents a scenario in which the effect
size approach is most applicable the details of twodo the power analysis using OD.

20.6 Power determination approach for conducting @ower analysis

Based on previous studies that use the same @ltaral instrument, the researchers
estimate the reliability equals 0.75 and want tablke to detect a minimum effect size of 0.50.
How many schools are required in order to achieweep equal to 0.80?

In Scenario 1, the number of schools or sitess unknown. As a result, we want to
select the power vs. number of clusté} @ption. This allows the number of sites to vaong
the x-axis. The steps for conducting the poweryamafollow.

Step 1: Select Desige» Cluster randomized trials with cluster level outes (measurement of
group processesy Multisite cluster randomized triat3 Treatment at level 2 Power on y-

axis—> Power vs. number of siteK)as shown in Figure 20.1.
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Fle Desgn Working Help

=10ix]

|78 | ad|on] Bl 12| remwe] @[] X

Figure 20.1 Blank screen for Power vs. number of sit€p (

The toolbar at the top includes the parametersiredjfor calculating the power: the number of
clusters per sitel}, the effect sized), the effect size variabilityd?),the reliability of the

cluster-level covariate (relL2), and the percentariance explained by blocking. The number of
sites K) does not appear on the toolbar because it valoeg) the x-axis.

Step 2: Click onl. SetJ(1) = 8.

Step 3: Click ord. Set delta(1) = 0.50. Recall that delta in theeaafsa 2-level CRT for a cluster

level covariate is defined a&= - . The default power curves appear. However, we finsst

Jr

set the additional parameters to match the valuésel particular example before we interpret

the curves.
Step 4: Click ono;. Seto;=0.10.

Step 5: Click on relL2. Set relL2 (1) = 0.75.
Step 6: Click on B. Set B(1) = 0.20. The resultingve appears in Figure 20.2.
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Figure 20.2 Power curve.
Clicking along the power curve, we can see that@pmately 23 total sites or schools are
required for the study with 8 classrooms per school

The example provided in this section placed timepda size on the x-axis. However, the
reliability or the effect size could be placed be k-axis and the steps could easily be adapted to
conduct the power analysis.

20.7 Effect size approach for conducting a power atysis

Based on previous studies that use the same @ltsaral instrument, the researchers
estimate the reliability equals 0.75. They havausstt 8 classrooms per school and 20 schools.
What is the MDES with power = 0.807?

In Scenario 2, the MDES is unknown so it makes nserese to select an option with the
MDES on the y-axis. One option is to select MDESnsmber of sitesK). This will allow the
user to see how the MDES changes as a functidmeafiumber of sites holding all other
parameters constant. Using this approach is vesfulbut also requires that after the MDES is
determined, the researcher consult the literatufmdings from a pilot study to determine if the
MDES is reasonable. The steps for conducting tveepanalysis follow.

Step 1: Select Desige» Cluster randomized trials with cluster level outas (measurement for
group processes) -> Multisite cluster randomizedst> Treatment at level 2 MDES on y-
axis=> MDES vs. number of site&] as shown in Figure 20.3.
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Figure 20.3. Initial blank screen for MDES vs. number of si{&3.
Step 2: Click onl. SetJ(1) = 8.
Step 3: Click orP. SetP(1) = 0.80.

Step 4: Click ono’;. Seto>=0.10.

Step 5: Click on relL2. Set Reliab(12)(1) = 0.75.
Step 6: Click on B. Set B(1) = 0.20. The resulfgoyver curve appears in Figure 20.4.

=10l x|
=12
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Figure 20.4 Power curve.

Clicking along the trajectory reveals a MDES off®vith 20 schools.
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The examples in this section are meant to proatdgiide to users for how to use the
MSCRT with a cluster level outcome. We described/@&ovss. number of clusterd)(and MDES
vs. Power ). The other options function similarly, and simplpce a different parameter on
the x-axis. The choice of which module is most appate depends on the unknown parameters.
However, all modules yield the same results if ttath parameters are used so the choice
depends on what module is most closely aligned thighknown and unknown parameters in a

study.

193



APPENDIX A.1: Background Information on the Elementary, Middle, and High
School Reading and Math Data

Data from five large urban school districts weredit obtain empirical estimates of
variance components and corresponding ICCs anduiBrsyalues (described below). In
these settings, students were clustered withinadshand schools were blocked by district.
These data were analyzed using a 3 level multtitgter randomized model (3 level
MSCRT,; see section 7.0 in the documentation) wigkridts treated as fixed effects.

Reading and math test scores are available foegrads, 8, and 10 from each district. For

each of these test scores, the empirical estinmadetsle for the 3 level MSCRT shows:

(1) the unconditional intraclass correlation (IC@®jt is, the proportion of total student
variation in an outcome within a district that s@ss schools;

(2) the proportion of outcome variation acrosslstis within schools that is explained
(R-square) by a specified set of student levecbpsl-level baseline characteristics
(described below); and

(3) the proportion of outcome variation acrossost$i that is explained (R-square) by a

set of student-level and/or school-level baselim@racteristics.

As noted in Section 9.1, we can represent data &onulti-site cluster randomized trial as a

three level model, with students nested within sthaested within districts.

The level-1 model, or student-level model is:

Yy = Ty +6 e ~N(@©.0?) [9.1]
for i0{12,...,n} students per schooj,(1{12,...,J} schools ank 1{1,2,...,K} districts,
where 7, is the mean for schopin districtk;

e, Is the error associated with each student; and

o? is the within-school variance.
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The level-2 model, or cluster-level model, is:
Tl =B + Mok Noj ~ N@Or7,) [9.2]
where [, is the mean for distridg

roi IS the random effect associated with each scleomi;

T, is the variance between schools within districts.

The level-3 model, or district-level model, speesfidistrict fixed effects:
Boa = Vooo t Uk [9.15]
where y,q,is the grand mean;

Ugoe» fOr kO {1,2,...,K} , are fixed effects associated with each distrieam constrained

to have a mean of zero.

A version of the above model was estimated for éashscore outcome in each grade
within each of the five districts. Estimated vacgas from the unconditional models were
used to obtain the ICCs.

Next, the models were estimated with a number féddint combinations of student-level

covariates in equation 9.1 and school-level cotesian equation 9.2:
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Covariate | Description / Definition

(s)

Y Mean school score for the same test in the saadegn the previous year (i.e.,
lagged one year)

Y- Mean school score for the same test in the saadedwo years previously (i.e.,
lagged two years)

Ya, Yo Mean school score for the same test in the saadeglagged one year & lagged
two years

Vi Individual score for the same test in a previogaryi.e., lagged one year)

Y2 Individual score for the same test two years nesiy (i.e., lagged two years)

V1, Vo2 Individual score for the same test, lagged one §dagged two years

Y., V1 Mean school score for the same test in the saadedagged one year &
individual score for the same test lagged one year

Z1 Mean school score for a different test (i.e., ne@dnhstead of math or vice versa)
in the same grade in the previous year (i.e., ldgye year)

Z, Individual score for a different test (i.e., reaglinstead of math or vice versa) in
the previous year (i.e., lagged one year)

X Vector of student demographic characteristicsi@asomewhat across schools,
but typically includes gender, race/ethnicity, freduced lunch)

X, Y Vector of student demographic characteristics &amgchool score for the same
test in the same grade lagged one years

X, Y1 Vector of student demographic characteristics diviual score for the same test,

lagged one year

R-square values at the student level and at theostdvel were generated based on models

that incorporate each of the above covariates warcate sets.

Data Source:

Bloom, Howard S., Lashawn Richburg-Hayes, and AliRebeck Black. 2005. “Using
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Covariates to Improve Precision: Empirical GuidafureStudies That Randomize
Schools to Measure the Impacts of Educational vetgions,” MDRC Working
Papers on Research Methodology.
http://www.mdrc.org/publications/417/abstract.html

The following summary of the data is quoted dingétbm the working paper, p. 18:

The present empirical analysis is based on indalidata for thousands of
students from hundreds of schools located in fikeEn school districts.
Elementary school analyses focus on reading anH test scores in grades
three and five using data from all five distrid#4ddle school analyses focus
on reading and math test scores in grade eightrenidigh school analyses
focus on reading and math test scores in gradBdfa. for middle school
and high school analyses were only available far divthe five districts. All

analyses were also replicated for as many yegoessble in each district.

Table 3 [shown on p. 47 of the working paper] byielescribes the districts,
schools, and students in the sample for the preselysis. First note that the
districts in the sample are fairly large. They esant from 25 to 168
elementary schools, 17 to 41 middle schools, atd 32 high schools. The
average elementary school in each district has ¥5tthird-grade students
who were tested in a given year; the average mgitheol had 196 to 297
eighth-grade students; and the average high s¢taab?34 to 269 tenth-
grade students. In two districts, students werdgrenantly black; in two
other districts they were a mix of blacks and Hisps; and in the fifth
district information was not available on their kgund characteristics. In
the three districts where data on economic stagre available for
elementary schools, the percentage of studentswene categorized as low-

income ranged from 41 percent to 79 percent.
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APPENDIX A.2: Pre-K: Social-emotional and Cognitive

Five studies of early childhood programs were useaubtain empirical estimates of
variance components and corresponding ICCs anduRrsyalues (described below).
Generally for these studies, children are clustanglain classrooms, classrooms are
clustered in centers, with centers blocked by gehtThe data were analyzed using a 4
level multisite cluster randomized model (4 leve8®RT; see section 10.0 of the
documentation), with fixed effects at the fourthgoantee, level to obtain the ICCs and R-

square values.

A large number of measures or indicators are aviailiiom each study. For each measure,
the empirically based output for an MDES for thievel MSCRT include:

(1) unconditional intraclass correlations (IC&s)centers and classrooms that
represent the proportion of student variation &hasts within each level of
clustering;

(2) an R-square value for students, classroomgeantkrs that represents the
proportion of outcome variation at each of thesels that is explained by a

specified set of covariates.

As noted in Section 10, a four-level multi-sitestker randomized trial can be written as a

four level hierarchical model. The level-1 modal ¢hildren is:

Y = Toja + € € ~ N 0,0%) [10.1]
for i0{12,...,n} children per classroom,1{12,...,J} classrooms per centet[1{12,...,K}
centers per grantee, ahd {12,...,L} grantees,

where 7, is the mean for classroonin centerk in granted;

g, Is the error associated with each child; and

& An exception is the 4Rs study, which examineddehit in & grade classrooms. These data are more appropriatel
viewed as a 3 level MSCRT, like the ones describhefbpendix B.
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o? is the within-classroom variance.

The level-2 model for classrooms within centers is:
T = Booa + Toju foja ~N@O,7,) [10.2]
where [, is the mean for centérin granted;

i 1S the random effect associated with each classraod

7, is the variance between classrooms within centers.

The level-3 model for centers within grantees is:

Booa = Vooa + Yoaa Ugaa ~ N(0,7,) [10.3]
where ),y IS the mean for grantee |;

Uy IS the random effect associated with center; and

I;is the variance between centers within grantees.

The level four model for grantees is estimated faseal effects model at level 4:
Yooa = Toooct Sooa [10.14]
where 77,,0,iS the grand mean;
Shoq » are fixed effects associated with each granteenmeonstrained to have a mean of

Zero.

A version of the above 4-level model was estiméde@dach measure in each dataset
described below. Estimated variance components the unconditional models were
used to obtain the ICCs.

Next, the models were estimated with child-levelartates in equation 10.1 and
classroom-level covariates in equation 10.2. Thigl-¢bvel covariates varied somewhat
from study to study, but included typical demogiaplie.g. child’s gender, race/ethnicity,

age, family income, mother’s education, mother’'s,agother’s marital status, mother’s
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employment status) as well as a baseline meagswora (he fall of the same school year as
the outcome) for the outcome of interest. Thestlz@m-level covariates also varied
somewhat, but typically included class size, ageather, whether the teacher had a B.A.
or Child Development Associate (CDA) certificatadayears of teaching experiefce

A set of R-square values are available in the acaiwersion of the empirical estimates
module, obtained from models that include a sehdfl-level demographic characteristics,
a baseline measure of the same outcome, and &dassroom-level characteristics. Note

that the R-square values range from 0 to 1.0 dt lsel across the various datasets.

Data Sources:

FACES 1997 & 2003
Study backgroundfhe Family and Child Experiences Survey (FACESheguet
longitudinal data on the cognitive, social, emotibmand physical development of Head
Start children; the characteristics, well-being] ascomplishments of their families;
the quality of Head Start classrooms; and the ctaratics, needs, and opinions of
Head Start teachers and other program staff. Fahwrts of FACES—each a
nationally-representative sample—have been fietdethte — FACES 1997, 2000,
2003, and 2006. At the time the information fostproject was generated, access was
available to FACES 1997, 2000, and 2003. The saiglirategy for FACES 2000

made it unsuitable for providing the informatioreded and hence it was not used.
1997 National Cohort

Design:FACES 1997 used a three-stage sampling procet@ihecfirst stage selected
40 Head Start grantees from among the 1,734 gmna@nwide at the time. This
selection was organized by 16 strata based onmréblortheast, Midwest, South, and

West), Metropolitan Statistical Area (MSA) statush@n, rural), and percent minority

° Treatment indicators were also included in the ef®tbr the experimental studies described belo8RE, REDI,
4Rs).
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enrollment (above 50%, below 50%). The second dafgeted 180 centers from the
40 Head Start grantees. The third stage selecteghhp 3,200 students from the 180
centers. Participating 3- and 4-year old childremenassessed in Fall 1997, Spring
1998, and Spring 1999.

SampleBaselineinformation was obtained from 3,006 of the studémthe sample.
This information indicates that: 43 percent of shedents lived with both of their
parents, seventy-two percent of the mothers ofestisgdhad at least a high school
diploma or GED, less than 9 percent of these methad an Associate’s degree or
higher, forty-two percent of households reportess ilnan $1,000 in monthly income
(from all sources), 85 percent of households recksupplemental income from one or
more sources, one-fifth of children were reportetidave been exposed to community

or domestic violence.

2003 National Cohort
Design and SampleA stratified four-stage sampling design, simtathat for FACES
1997 was used to draw the sample for FACES 2008i&&f1 Start grantees were
selected in the first stage of this process. Irstmond stage, 175 centers (aggregated
into 110 “center groups”) were selected. In thedtistage, 409 classes were selected
from the 110 center groups. In the fourth stag&@ ghildren were chosen from the
409 classes. The study collected data in Fall 28p8ng 2004, and Spring 2005.

For further information:

Study:  http://www.acf.hhs.gov/programs/opre/hs/faces/

Measures:

http://researchconnections.org/childcare/resout&8&1?g=faces+instrume

nt+matrix

Chicago School Readiness Project (CSRP)
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Intervention:The Chicago School Readiness Project intervemtiodel comprised four
specific components: (1) teacher training in betbiamanagement strategies, (2)
“coaching” to help teachers implement these stragge3) stress reduction workshops,
and (4) direct services for children with severeogamal or behavioral problems.

Design: The intervention was implemented for two cohoftshildren and teachers,
with Cohort 1 participating from fall to spring #04-05 and Cohort 2 participating
from fall to spring in 2005-06. A total of 18 He&dtlart centers were randomized in
matched pairs to the intervention or a control é¢ol'® Children in the participating
centers were assessed for at least two time pdimisg the Head Start year (baseline
and follow-up 1 in May), and were tracked into Kémgarten (follow-up 2) and®1

grade (follow-up 3).

Sample: Sites were selected on the basis of (a) recéidead Start funding, (b)
having two or more classrooms with “full day” pragiming, and (c) being located in
one of seven selected high-poverty neighborhoo@hinago. Eighteen sites from the
seven neighborhoods were included and two classsdmm each site were included
for a total of 35 classrooms (one classroom droppgl Sites were then matched into
pairs based on their demographic characteristidg@amdomized within pairs to the
intervention or the control group. At baseline, Bhddren participated in the CSRP
study with 509 remaining by the spring follow-ugelmajority of the sample is
African American (65%), followed by Hispanic (28%nd 69% of the families are
headed by a single parent. To estimate the undegrliCs and R-squares from this
data set the fact that sites were matched intowasrignored.

For further information:

Study: http://steinhardt.nyu.edu/ihdsc/csrp/

Head Start REDI (Three Pennsylvania Counties)

19 |ndicators for matched pairs watetincluded in the models we used to estimate vadaaemponents for this
program.
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Intervention:The Preschool PATHS Curriculum was used to prorobiieiren’s social-
emotional skills. It targets four domains: (1) yscial friendship skills, (2) emotional
understanding and emotional expression skillssé#}control, and (4) problem-solving
skills, including interpersonal negotiation and ftiehresolution. In addition, four
language and emergent literacy skills were targdigd/ocabulary, (2) syntax, (3)

phonological awareness, and 4) print awareness.

Design: Centers were stratified based on their locatiemgth of grantee, and student
demographics. Within each stratum centers wereorahgdassigned to the intervention
or a control group. Most classrooms (67%) werennall centers (1-2 classrooms), but
4 centers were larger, containing 3-5 classroom®. dohorts were studied, in 2004-05
and 2005-06. To estimate the underlying ICCs arsfjirares from this data set the fact

that centers were stratified was ignored.

SampleParticipants included two cohorts of 4-year-oldartan (Total N=356; 17%
Hispanic, 25% African American; 54% girls) in 44 &dkStart classrooms in three
counties in Pennsylvania. Half of the classrooara& from a large county, which
included an urban community surrounded by smabdermraunities. The other
classrooms came from smaller counties charactehbyesnall towns and rural areas.

Children were recruited across two years from needapping classrooms.

For further information:

Study: http://headstartredi.ssri.psu.edu/

Measures: http://headstartredi.ssri.psu.edu/measures public

Reading, Writing, Respect and Resolution, 4Rs (NeWork City)

Intervention A school-based program that integrates socidleanotional learning into
the language arts curriculum for grades K-5. TRe dses high quality children’s

literature to help students gain skills and und@erding in several areas including
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handling anger, listening, cooperation, assertigsnand negotiation. It provides a
pedagogical link between teaching conflict resolutnd fundamental academic skills.

The intervention was implemented school-wide faoBsecutive school years.

Design Schools were matched into pairs and then randesmagthin pairs to the
intervention or a control grotb A cohort of & grade children, their teachers, and their
classrooms were tracked 5 times post-baselinelirafd Spring of each school year
through the end of'bgrade (2004-05, 2005-06, and 2006-07). (Note: Vidr&nce
components used to calculate MDES from this stuesevirom the 2004-05 year.) To
estimate the underlying ICCs and R-squares fromdhata set the fact that schools were

matched into pairs was ignored.

Sample 18 New York City elementary schools were reedijtmatched into pairs, and
randomized to the intervention or a control grdaghe first year, participants included
942 children (51.3% female) and 85 teachers/classsd94% female). At baseline,
child race/ethnicity was 48% Hispanic/Latino, 38%dk/African American, 5%

White, non-Hispanic, and 8% other.
For further information:

Aber, J. Lawrence; Brown, Joshua L.; Jones, Staphdn Berg, Juliette; and
Torrente, Catalina, "School-based strategies tegoeviolence, trauma, and
psychopathology: The challenges of going to sc@e11).Psychology
Faculty PublicationsPaper 132.
http://fordham.bepress.com/psych_facultypubs/132

Jones, Stephanie M.; Brown, Joshua L.; and Abémwdrence, "Two-Year Impacts

of a Universal School-Based Social-Emotional artdriaicy Intervention: An

™ Indicators for matched pairs watetincluded in the models we used to estimate vadaemponents for this
program.
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Experiment in Translational Developmental Resea(2B11).Psychology
Faculty PublicationsPaper 131.
http://fordham.bepress.com/psych_facultypubs/131

Brown, J. L., Jones, S. M., LaRusso, M. D., & Akkrl.. (2010). Improving
classroom quality: Teacher influences and experiaiémpacts of the 4Rs

Program. Journal of Educational Psychology, 102(83-167.

Jones, Stephanie M.; Brown, Joshua L.; Hoglund, 8yé¢n G.; and Aber, J.
Lawrence, "A School-Randomized Clinical Trial of lategrated Social—
Emotional Learning and Literacy Intervention: Im{gafter 1 School Year"
(2010).Psychology Faculty PublicationBaper 130.
http://fordham.bepress.com/psych_facultypubs/130
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Appendix B: Meta-Analysis

Model specification and estimation, hypothesis testnd power computations

Given a number of studies sharing the same hypisthtee idea is to obtain the common
minimum detectable effect size at a given levedtafistical power based on select summary
statistics from each of the studies. In other wptids goal is to perform a power analysis for a

meta-analysis (also called a research synthesis).

Our formulation rests on the following assumptions:

1. The studies to be included in the meta-analysisesh@ommon hypothesis.

2. Estimates of the effect size and the standard efrthre effect size are accessible in
standardized form for each study and have beeeadyrcalculated.

3. The studies are independent.

The data available can be seen as having a higalstructure in which the units under
study are nested within studies, with some vammalying between the units in any one particular
study and some variation lying across studies. gidiask the meta-analyst faces is to determine
whether the results are consistent across studigsfahe results are not consistent, determine
why the results change from any one study to tix¢ ierarchical models provide a helpful
framework for dealing with this type of data (Ranblesh and Bryk, 2002, Chapter 7).

In a meta-analysis, typically summary statisties arailable from each study while the
raw data are rarely accessible. The statisticalahggkcified in this section is built on this
premise. That is, we assume estimates of the tesdteffect size and corresponding standard
error are accessible from each study.

One potential complication is that outcome measaresiot necessarily the same across
individual studies, even if they target the samecept. To address this problem, meta-analysts
typically use standardized measures of treatméettsf translating the results of any one
particular study to a common scale. Suppose theréstudies being considered, each study

having a standardized effect size estimate derttel] for j ={12,,...,J}. In the context of

program evaluation, this standardized effect sigghtbe the standardized mean difference
between the experimental and the control groupgngby
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g =Y Y
J S.
j [B.1]

Where\?iE is the average for those in the experimental cardfor study j;

\7j° is the average for those in the control conditimnstudy j; and
S, is the pooled standard deviation for stydy
In other words d; is an estimate of the mean difference betweenxhergnental and control

groups in standard deviation units for stydy

Suppose estimates of the treatment effect sizeohtiae standard error of the treatment
effect size are available for eachJatudies. Data can then be modeled with a two-level
hierarchical model. The level-1 (within-studies)aebwould be

d =3 +e, with, e ~N(OV,) [B.2]

where J; is the treatment effect for stugiand

e; is the level-1 random error, normally distributeith mean 0 and known variantg .
The unconditional level-2 (between-studies) modelt be

5, =0+u, with u;, ~ N(0,7), [B.3]
where @ is the average treatment effect across studigs éifect size) and

u; is a level-2 random error, normally distributediwmean 0 and variance.

The level-1 and level-2 models above yield theokwlhg mixed model:
d,=8+u,+e,  withe ~N(0V,) andu; ~N(0,7). [B.4]
From the model above, it follows thEl(dj)z ¢ and

Var(d;) =Var(u,) +Var(e,)
=T+V,
= parametewariancet error varance
=4,.

If sample sizes vary across studies, edgtean be seen as an unbiased estimatét with
variancel ;. The precision ofi; is defined as the reciprocal of its variance:

Precisiofd;) =A7".
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If the A;’s are known (or estimated consistently, the maxmiieelihood estimator (minimum-
variance unbiased estimator) 6fis the precision-weighted average:

J
Saitd

6= . [B.5]
-1
If all the studies have the same sample size,xpeession above can be reduced to the simple
average
J
2.9,

p=it B.6
3 (B.6]

The precision o is the sum of its precisions:

Precisior(é) = ZJ:A‘J.l

= [B.7]
and its variance is the inverse of its precision
3 -1
Var(d) = {Z (r+v, )1} . [B.8]
j=1
Example

Suppose a researcher is interested in calculdimgawer of a meta-analysis with 19
studies. For each individual study, the researbheran estimate of the effect size and its

variance. The data is displayed in Table B.1.

208



Table A.1. Sample data for meta-analysis. Colunsortesponds to the effect size for the study
and column 2 corresponds to the variance.

0.03 0.016
0.12 0.022
-0.14 0.028
1.18 0.139
0.26 0.136
-0.06 0.011
-0.02 0.011
-0.32 0.048
0.27 0.027
0.8 0.063
0.54 0.091
0.18 0.050
-0.02 0.084
0.23 0.084
-0.18 0.025
-0.06 0.028
0.3 0.019
0.07 0.009
-0.07 0.030

Note. This data is from the effect of teacher ebgrey on Pupil 1Q (from Chapter 7 of Raudenbush Bngk, 2002,
p. 211).

The following steps are needed to estimate the pofva meta-analysis:
Stepl: Click on Design -> Meta-analysis -> Readaa¢nerate Variance. Figure B.1 displays

the menu that appears.
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Meta Analyis - Read DatafMake Graph

Input file name: ||

Input file type: IJ‘-\SCII j

Read Data |

Cases read:

Level 2 variance:

Browse

Cancel

Make graph |

Figure B.1. Menu for meta-analysis.

Step 2: Click on Browse. Find the file that consaihe data. The data file can be in

SPSS, Excel, or any package. However, it shoulsblved as a .dat or a .csv file. The data needs

to be organized in two columns, the first with #ifect size and the second with the variance.

The number of rows should correspond to the nurabstudies being considered. Table

B.1lcontains sample data for this example.

Step 3: Click on Read Data. This allows the ODetdrthe data. The number of cases read and

level 2 variance will be displayed as shown in FegB.2.

Input file name:

Input file type: IASCII j

Cases read: 19

Level 2 variance:  0.019310

IC:\Dncuments and Settings\spybrookJ\Desktop\sz

Browse

Make graph

Cancel

i b

Figure B.2. Cases read and level two variance.

Step 4: Click on Make Graph. The graph appearsgarg B.3. Clicking on the graph reveals

power of 0.80 for an effect size of 0.144.
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Figure B.1. Power curve for meta-analysis.
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Appendix C — Optimal Sample Allocation

The cluster randomized trial with person level oates, treatment at level 2, also has an
option for optimal sample allocation.

The total variable cost of data collection canmthe reasonably approximated by the
formula below:

T=J(Cn+C)) [C.1]
whereJ = number of clusters;

n = number of participants within a cluster;

C, = cost per participant;

C, = cost per cluster; and

T = total cost.

To calculate the optimal sample size, first find tptimaln and then find the optimal

The optimaln in this case is that which minimizes the variaotthe treatment effect in

equation C.2:
- _Mr+0%In
Var(7,) = 420 C.2]
SubstitutingJ = T (a simple rearrangement of the cost equation)y@ingnizing the
1 2

equation with respect tg we obtain the formula for optimal

g . |C2 [C.3]

Nopt :F C_l
where o is the within cluster standard deviation;

J7 is the between cluster standard deviation;

C,is the cost per person; and

C, is the cost per cluster

From the formula, we can see as the within-clugieiance increases relative to the
between-cluster variance, optinmaincreases. Intuitively this makes sense. If thetarge
variation within clusters, we would want to samplere people in each cluster to represent that

variation. However, if the within cluster variati@very small, optimah decreases. In this case,
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we want fewer people in each cluster because nidsewariation is between clusters so adding
more people will not be very helpful. In terms bétcost ratio, if the cost per cluster becomes
increasingly larger than cost per person we aralpsd for adding clusters and the optimal
increases. After the optimalis found, the number of clusters can be calculbteglugging

backn into the formula fod:

3= ﬁ [C.4]
The cost per cluster and cost per person may beatie in the control and experimental groups
or it may differ. The remainder of this chapterke@t optimal sample allocation when costs of
sampling the two groups are equal and when thepatrequal.
Equal Costs

The simplest case is when the sampling costs arsaime for the treatment and control
groups. The following example illustrates how técakate the optimah and the resulting to
minimize the variance for a fixed budget.

A researcher wants to determine the effect of a ahesg prevention program in schools.
The total budget for sampling costs is $10000. ddst per cluster (£ is $400 and cost per
person (G) is $20. The estimated intra-class correlatiorffament is 0.05. What is the optimal
n? How many clusters will be in the study? Usingrfatas 16 and 17 described above, the

optimaln andJ can be computed by hand as shown below.

Step 1: Set+02 =1, sor =pando?® =1- p. For this example; =.05 ando® =.95
Step 2: Calculate/r =.2236 andVo? =.9747

Step 3: Find the cost ratieCC::—2 = 400/20 = 20

1

9747, [400 _

Step 4: Set up the equati ==
P P auati: = 5236 1 20

Plugging 20 intoJ :% yieldsJ = 12.5 which is rounded down to 12 in order to stay
n 1 2

within budget. The value of the variance of thatmeent effect can also be calculated by
plugging inn andJ to the variance equation.
The Optimal Design software can be used to do tbaleeilations. The software produces

a plot as shown below:
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Figure C.1.0ptimal allocation curve.
The plot allows the researcher to see how the @btinthanges with respect to the intra-class
correlation coefficient. Notice that gs increases, optimal n decreases. In other wordsere
is large between-cluster variance then it is noy Yelpful to increase the number of people per
cluster and more money should be spent tryingdeease the number of clusters.

Notice that in the previous example there wer@oweer calculations or set effect sizes.
If the desired effect size is specified, then thmi@al Design software can be used to calculate
the optimaln andJ that maximizes power. For example, recall in tkeneple above that:
T=$10,000, G=$400, G=%$20, ango = 005. Imagine that the desired effect size is 0.40.
Plugging these values into the OD software whidliesoforn andJ to maximize the power
reveals an optimal = 18,J =13, and power = 0.53. Knowing that the powemly ®.53 and
acceptable power levels are typically 0.80 or higtiee researcher may need to try to increase

the budget in order to achieve higher power.
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