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2 . 1 Introduction

lu this chapter we present four item response rnodels. These four nodels
are corrrparativcly simple within the full rangc of models in this volume,
but some of them are rnorc cornplex than the cornrnon item response mod

els. On the one hand. all four models provide a measurement of individual
rlifforerrccs. but on the other ha,nd wc usc the models to denonstrate how

thc cfiect of person characteristics and of item design factors can be irr-
vostigatcd. The rnodels range {iom dcscriptive measurement lbr the ca^se
u,here no such effccts arc investigated, to explanatory measuremerlt for the
case where persorr propcrtics and/or item properties are used to explain

the effects of persorrs and/or items.
In the firlkrwing scctions of this chapter we will concentrate on logistic

rno<Iels. but all that is said also applies to normal-ogive models if the logit
link is replaced with the probit link. The models wc will discuss are all
GLNINIs witli random intcrccpts and fixed slopes.

2.1.1 Th,e i,'nterc:ept or person paranleter

Tvpicallv, the intercept in an iteln response model is one that varies at
rilndom over persons. It is thcrefore called the person parame.te.r. Ir\ ll\e
rlotation for item response models, it is commonly denoted by 0n. It is
assruned in this chaptcr that Frp is normally distributcd with mean zcro:
e,, - N (0. o2r).

The randorn intercept or person paramctcr fulfills the function that is

oftcn thc main reason why people arc givcn a test. Person parameters pro-

r-i<ic a rncasurement of latent variables such as abilities. achievement lev-
tls, skills, cognitive processes, cognitive strategies, developmental stages,
rDotivatiorrs, attitudes, personality traits, states, emotional states or incli-
rrations. A gclcral term that we will use fcrr what is measured in a test
is propensi.ty. Altcrnatively, another conception of the person paramcter is
tlrat it can also be (a) a fixed parameter, and/or (b) more than one person
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paraneter (i.e., in a multidimensional model). W-e will elaborate on these

possibilities only later. For now, it suffices to know that the random inter-

cept is a persolr parametcr and that thc cstimate for an individual person

is considered & mcasurement of the properrsity expressed in the test.

As a measutement tool, item responsc models ol the type we are dis-

cussing provide rlrore than ordinal quantification. Howcver, an irnportant

alternative approach is to restrict quantification to ordinal numbers. Ordi-

nal item response [rodels are often also called nttrrparametric itcm response

rnodels (Junker & Siitsma, 2001: Sijtsma & Nlolenaar, 2002). The important

a-sset of nonparametric modcls is that thev make no assurnptions regarding

the item rcspolse firnctions. except for monotonicitY assumptions Thlrs,

they are more flexible than parametric item response modcis. Howevcr. l,he

family of nonpararnetric models has been devcloped rnainly fbr measure-

ment purposes. It is not yet fully elaborated for explanatorJ- purposes to

investigate thc effect of persorr properties and item properties (such as fac-

tors in an experimental design). Thus, in this volume, we will concentrate

on parametric rnodels.

2. 1.2 The weights orit,ern parameters

As in Chapter 1we will denote the item predictors by an X. with subscript

A (k - 1,...,1() for the predictors, so that X;p is the value of item i on

predictor k. The most typical predictors in an item response model a,re

not real item properties a^s in Cltapter 1, lnlt item indicators. This means

that as many prcdictors are ltscd as there arc items, onc pcr item, so that

Xrr : 1 if A - i, and Xir : 0 \f k + i. For cxample, for a set of six items'

the predictor values would be as lbllows:

i teml :  I  0  0  0  0  0  i ten l  4 :  0  0  0  1  0  0

i t e m 2 :  0  1  0  0  0  0  i t e m S :  0  0  0  0  1  0

i tem3:  0  0  1  0  0  0  i ten  6 :  0  0  0  0  0  I

In typical item responsc modeling applications. the weights of these pre-

dictors are fixcd parameters since they do not varl' over persons. Thcse

$'eights are the slopes of the binary indicators (see Figure 2.1). The values

of these indicator weights are called the item paranreters. commonly dc-

noted by p1. Since each iiem has its own predictor. the subscript i is rrsed

instead of A.

2.1.3 Resulting models

The rcsulting equation for the lincar componelt npi is the followillg:

I o " -  & i 0 r ' (2 .1)

*'ith d; : I'Lr ltX6. As noted in Chapter 1, \.pi is rbi ep' but here antl in

rhe following we will omit the conditional notation for 4pi (and ,rpr ) Since



all X16 with i I k equal 0. only one term of this sum has a non-zero value.
It is a common practice to reverse the sign of the item parameter, so that
the contribution of the itern is negative and may be interpreted as thc itcm
difliculty in the context of an achievement test. The resulting equation is:

(2 2)
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In ordcr to convey sorrre iltuitions about the intercept and coe{ficients used
above. we give. in Figure 2.1 a graphical representation of Equation 2.2 for
person p and the &th predictor. The value of X,1 is represented on the
r-axis. Xip can havc two values: 0 and 1. For k : z, the valuc is 1 for
itcm i, &rrd 0lor all othcr itcms. This simply means that item i makes
no contribution for other items. Note that the intercept of the regression
line is the value of d at, Xit. : 0. AIso note that the difference between
Xi* - 1 and Xir : 0 is 1, and thc dillerence between the rlri for X"x - |
and XiL : 0 is -Bi, hence the slope of the line (i.e., the regression weight)
is also 13i. Other persons will have a parallel line, but the intercepts of
the line will vary (and we have assumed they follow a normal distribution).
Figure 2.1 does not give the full picture since it represcnts the effect of
only one predictor, the item indicator k - i. Figure 2.1 is also somewhat
imaginary in the sense that our item indicators can have only two values,
while the line connecting the two points suggests that intermediate values
can also exist.

FIGURE 2.1. Linear function for onc itern prcdictor in the Rasch model. (Note
that in this ca^se /J; < 0.)

The resulting model of Equation 2.2 (or, equivalentlv, 2.1) is the Rasch
rrrodel (Rasch, 1960). The Rarsch model is a model that is descriptive for
both the person side and the item side of the data matrix. It describes
variation in the persons through a person parameter dn, which is a ran-
dom variablc as prcsented hcre. Aud it describes the variatio[ in the items
through fixed individual item parameters.
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2.2 Four item response models

The primary aim ol this chapter is to illustrate the distinction betn'een a
descript'fue approach antJ an expkutatory approach in the context of itcur
response modeling. In the course of ilhrstratinq the distinction. r,v'e will
prcsent four itern response models one of *.hich is the Ra^sch urodcl fiom
Equations 2.1 aod 2.2. The four models differ in r.hether they arc descrip
tive or explanatory at the person side and the itcm side.

The four rnodels we have selected to present below are logistic random-
intercepts models and therefore belong to the Ra-sch tradition, but this
does not mean we are in this volume restricting our possible rnodels to that
approach. In the Ra-sch tradition. which rrright also be callcd prescriptite
m,easurement (Rasch, 1960; Fischer & N{olcnaar, 1995). rrotiels inclucle no
interactions between persons and items, but just maitl cffects of persolF arxl
items specifically, the randour intercept. dr. is not weighted depending
on the item. If therc were such intcractions. thcrr the effect of a persol
parameter would depend on the items. arxl thereforc. b1- irnplication. in the
inferential step, the measuremeut otrtcome wotrld necessarilv also depend
on the items that are inchrcied. This prescriptivc mea^surenlcnt approach
is only one of two measuremcnt approaches that are comrnonlv fbllowcd
with item response models (Thissen & Orlando, 2001; Wilson. 2003). The
alternativc approach might be termed emptrical in that one seeks to modify
the model to fit the data more closely specificnllv. the modcl is expanded
by wcighting the random intercept bv arr item pararrrcter o1 (Birnhaum,
1968). Such a model is called thc tuto-parameter logi,stic modt:l (2PL nodel\
Thus. in the empirical tradition. rcla,tively norc items will fit thc rnodel
than in the prescriptivc tradition. although there will bc. iterns that do not
fit rvell undcr cither traditiou.

The basis for selecting thcso particular rnotlels for this srtrrrri introduc-
torl- chapter is that they are brrilcling bkrcks which cau servc rLS thc basis
for thc very extensive cxpansion of thc nrulels in thc remainder of this
volume, and which will includc. a-s one aspcct. adding thc second item pa
rameter oij tvpical of the cmpirical tradition. After the rnodel formulation
and discussion for each of the four models belor-. arr application will bc
discusscd, making use of thc clichotomized cxample data frorn Chapter 1.

Table 2.2 shows forrr typcs of models. clcpcnding on lhc typcs of pre-
dictors that are inchrded. Therc arc two kinds of item predictors: item
indicators, and item propertics. And there arc also tr""o kinds of pers.,n
predir:tors: person indicators, and pcrson propertics. Look first at thc top
lefi-hand corner of the 2 x 2 lavout of Table 2.1. When each person hir^s
his/hcr own unique ellect. unexplained by person propcrties, and when
each item has its own unique effects, uncxplained b]-itcm properties, wc
!\ ill refcr to the model a^s rloubly descriptire. Such a model describos the in-
dividual effects of the persons and of thc items (hence, doubly descriptivc).
*-lthout explaining cithcr ol these effects. The Ra^sch modcl is an example.
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T.\BLE 2.1. Nlrxiels a^s a function of the predictors.

It.m predietc,rs

Person predictors

Absence of properties Irrclusiorr of propcrties
(person propcrtlcs)

Absence of propcrties

Inclusiorr of 1qlropcrties
(itcnr properties)

doubly descriptive

item explanatorv

pcrson cxpla[atorv

doubh- cxplanatorv

Doublv descriptive motlels ittt' trtostlv suflicicnt for mea^surement plrrposcs.

ancl are those rnost corntnonly sccn in practice.
Howcvcr. if the person paramotcr is considcrcri to bc a random effect.

then there mal' bc urm'arrtcd conseqlrelces if the eflect of ccrtain pcrson
prcrpcrtics is not taken into atrrlrnt. If :r rlrrrual tlistribrrtion is assumecl.
thc result is that the lorrnnl rlistribrttiol tro longer applies lor the entirc
subset clf persons. llrt rlrrll for stttrscts of pcrsons who share tI(-' siirrte
pcrson propcrty values. Firr exarrrplc. if gcrr<lcl has trn cflect. thqr not orrc
Dormal distribrrtion appiics but two. differentiated h1' the geudcr of the
pcrson. Thus. whcn person properties arc i[c]udcd in thc rnodel to explaiu
tlrc person e{Tects, then thc nrodcls rvill bc calhd person, etpkntLttory \to1>
right-hand crrrrrer of Tablc 2.1).

In a sirrril:rr wa"v. u,hcrr item propertir:s art.irrchrclctl to cxplain the item
cffects, thc nroclcls n,ill be called iterrt r::tplanatorg (l-rottorn left-hand corncr
of Tablc 2.1). Finallv. when propcltics of both kiuds trre included. thc
nrodels will bo callc<\ doublg elplano,trnll (hottom right-harrd corner of Tabk:
2.1). See Zrvinderrnan (1997) arrrl Ada.rrrs. \Vilson ancl rr\ iu (1997) for similar
taxonomies and short descriptions of thc models. In the verbal aggrcssiou
cxamplc data sct from Chapter 1. n'e havc infornation on persorl prol)crties

a.s well as on item propertics, so that the t$o types of explartatorY models
(person ancl itcrr) can bc i lhrstrated.

2.2.1 Su,rntn aru and notati,on

A srrrnrnary of the lour models tu br-'cxplairccl is given in Table 2.2. The
followirrg notatior is rrscd in the tabb arid u.ill bc followed also irr thc re-
rnainder of this cirapter. ir)r, is userl for thc ratrdom persolt pararrrctcr. with
lrcal zcro antl variance aj. Whcu l)crsoir ploperties are inclutlcd in the
rnodel. the s1'rnbol el, is rtse<l lor the unexplairc<l palt of the person contri-
bution. with rnean zero arrcl variance o]. The persorr propcrtics are denoted
with capital Z. The subscript j is rrsed for these prcdictors, j - 1. . ...,1.
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TABLE 2 .2 .  Summary  o l  t he  f ou r  modp l s .

R.ndom cf lc" t  t r lod. l  typc

R6ch modcl ,.

L a t e n t  r e g  \  l ) . 2 ^ .  + . ^

LLTN{ A,

i r ,  B ,  -  N(0 ,  d ; )  Doub ly
descr jp t j ve

/], €, - N(0. d.') Person

explanato.y

L , _ , , r r r  I  d r  -  \ 1 f l , d ; )  r t e m

expl&natorv

La rpn r  r " s  L : : , , ' , " , , * , "  t :  , , r r " t , .  . i ,  -  N (0 .d : )  Doub ry
LLTITI cxplanatory

This is a deviation from the CLN{N{ notation where Z is used for predictors
with a randon effect. The GLNIITI notation is the notation that is followed
in Chapter 4 on the statistical background of this volunrc and in Chapter
3 on multicategorical data also because that chaptcr rclics morc dircctly
on the general GLMX,{ framework. Rather than distinguishing bctween the
predictors on the ba.sis of whether they havc a fixed or random effect. we
usc hcrc a diffcrcnt notation for pcrson predictors and item predictors, be-
cause they lead to quite diflerent item response models and because in thesc
modcls pcrsons and itcms arc trot trcated in an equivalent way. as will be
cxplaincd in Scctions 2.1.I,2.5.1, and 2.6.1. This leaves the X for the item
predictors. with subscript fr, fr : l . . . . . K. Whcrc the elTects of person pre-
dictors are considered fixed, theJ- are denotcd bv Ll,. mrtl tho fixcd cficcts of
item predictors by 1i1. The randoul irrtcrccpts nrar- be considered the effect
of a constant predictor (Zos. or alterrrativclv X;s).

2.3 A doublv descriptive model: the Rasch model

2.3.1 Fot-mulati,on of the mod,el

The Rosch model wus delined earlier in Equations 2.1 and 2.2. We will usc
Equation 2.2 to obtain an expression for thc odds, or z' i/(1-rr,;). If on both
sides ofEquation 2.2 thc exponcntial form is used, then exp(40;) : exp(dp

B.). Since \r, i: logQrrif ( l - ror)), and exp(do d.) - cxp(dr)/ cxp(d.), it
follows that

rpi f (1 - Tpi): exp(dr,)/ exp(31). (2.3)

Equation 2.3 is thc erponential form of t\e Ra-sch rnoclel. As a way to
uude$tand Equation 2.3, interpret exp(dn) as an exporrential measure of
the abilitv of pcrson p when taking an achievement test, and interpret
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exp(pz) as an exponential measurc of thc difficulty of the itcm ? from that
test. Then the formula expresses the ratio of thc success probabilit). TTpi
to the faihre probability (1 n|i) as the ratio of a person's abilitv to the
difficulty of the item.

The intuition reflectcd in thc formula. in an achievemcnt context. is that
ability allows one to succeed, while difficulty rrakes onc fail, and that the
ratio of both dctermirres the odds of success. Figure 2.2a gives a schematic
presentatiotr of this intuitive idea. The figure shows two rectatgles on a
balance beam if one weighs morc than the other. then the balance will
tip that way. Phvsical balancc beams tip onc way as soon ir^s thc weight
on that side is larger than the weight orr the other side. Imaqine uo\M that
tipping one wa]' or thc other way in arr achievonent corrt"xt is probabilistic
a^s follows. 'Ihe whitc rectangle represenis the ability and the gray rectanglc
thc difficulty. Thc ratio of ability to difliculty is 2/1. so that the ratio of
the success probabilitv to the failure probabilitv is also 2/1.

From thc odds equation. one can derivc the equation for the probabil-
ity'. If the nu[lcrator orr each side of Eqlation 2]l is tlivided Lt the sum
of thc mrmerator and the denominatur. it follows that ro, / ( rr, * (i -rui )) -
exp(d,,)/ (exp(do)+exp(i9")), and thus that no; : exp(dn)/(exp(dr,)+exp(B1)).

.When the numerator and denominator of the latter are each divided bv
exp(p?), then the familiar equation for the probability of a 1-resporrse rs
obtained:

ror: exp(9r, Pi)/(1 + cxp(0u [J,)). (2 .1)

The intuition behind this alternatc formula for thc Rasch rnodel is that
therc are two compcting rcsponses cach of which has a certain attractlvc_
ness. Lct us denote the attractiveness of Yr, - 0 a_s ,4 and the attractiveness
of Ip; : 1 as B. The probability of a response mav then be considered the
ratio of its attractivcness to the sum of the two attractiveness values. or
rei : B l(A+ B). This is an cxanrple of the well-knowrr Braclley-Terry-Luce
choice rule: the probability of an alterDative dcpends orr the ratio of the
attractiveness of that alternativc to thc sum of the attractiveness values of
all alternatives. In Equation 2.1, A - l, and B = exp(d, - B1). The value of
1 for,4 is an arbitrari ly chosen corrvention (i.e., the value of 7r", is invariant
under multiplicative transformations of the attractiverress values. so that
one may as well sct ;{ equal to 1)

Thc intuition behind Equation 2.,1 is presented in Fisure 2.2b. The two
attractiveness values are each represented by a section of a rectangle: the
grav section for the 0-response, and the whitc section for the l-response.
The probabilitv of each response is the proportion of the corresponding
section in the rectangle. The whjte section is twice as large as the grav
sectiorr, so that the resulting probability of a 1-rcsponse is 2le + 1) - .67.

The link between Figure 2.2a and Figure 2.2b is that the two rectangles
of the upper part are first shrrrnken iI] cqual proportio[s, and thcn put next
to one another to form one long rectangle. This is a lcgitimatc operation
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'b l (1-npi)=
exp(0b)iexp(p )

rp =B/(A+B)
rpi =exp(op- Bi )/[1+exp(q - P )]

FIGURE 2.2. Illustration of two ideas behind two dilTercnt fbrrnrrlations of the
Ra^sch model: (a) odds formula. and (b) probabilitv lbrnlrla.

since Trpl is invariant Lrnder rmrltiplicative transfotmations of the rcctanqlts.
The transformation illustrates that both exp(do) and exp(d, p1) rnay be
utrtlerstood as the attra(:tiveness of a I rcsporrsc, and both exp(ii;) and 1 as
the attractiveuess of a 0-rcsporrse. clcpcrrrling on whcther or not onc divitles
b."" exp(,i3; ).

A third rnetaphor is one of a lludler (the person) alrd a series of hurdlcs
(tht'items). The hurdlcr is seen a-s having tht abilitv to lcap over hrrrdles of a
certair height (the abilitv is inclicatcd bv 0,,). and tho series of hurdlcs have
heiglrts irxlicatctl by the scrit 's of itcru dif l icult ics (iJr..... rr). Whcrr the
hurcllcr's abilitv is equal to the height of the hurcllc. the leap is succcssful.
rvith a probu"bilitv of .50. When the hurdler's abilitv is diffcrtrrt than the
hcight of thc hurdle. thc krap is suct:essful. with a probability <leperrdent on
the clilTercnce betwccr them (whcrr the diflcrcnce is positivc. the probabilitv
wil l be greatcr than .50. ancl when it is negative, it q,i l l  bc lcss than .b0).
This metaphor is possibly bettcr-suited to achievement arrd abilitv contexts
than other such a-s attitude variablcs, but simili.rr interpr.etati.lns iu such
contexts are also possible.

In a fourth metaphor. one calr represcut the heights of the lnrrdles (the
item difficulties) as poiDts along a line. and the abilitv of the person as
a poirt along the samc line. I'hc arnount determining thc probability of
success is tht-rr the differerrce betwccn the two lot:ations, or (dp - /ll). This
representtlt ion is somctimes callccl aD itenr rrrap,or ,construct map.' A
gencric examplc is showrr irr Figure 2.i1. whcrc the studcnts are shown on
the lcft-harrd sidc, and the itoms orr thc right-harrd sidc.'I'his representa-
tion ha.s bccn lrsed as a n'av lo errhance thc iuterpretabiiitr- of the results

g=exp(Op- 0J
correct response
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from itcm rcspolsc modcl analyscs. Segrrrents of the ]ine can be labeled
as exhibiting particular features. for both the pcrsons and the itens, and
the progress of sav, strxlerrts, through this set of segncnts, can be inter
preted a.s development in achievement. The placcmcnt ol the pcrson and
itcrr locations in a directly linear relationship ha"s been the genesis of an
cxtensive nrethodologl' for interpreting the rnea^sure (Nlasters, Aclams. &
Wilson, 1990: Wilson,2003; Wilson,2005; ft ight & Stone, 1979).

Direction of
increasing ability

Students

Students with high
ability

Studentswith mid-range
abil i ty

Items

Item response indicates highest
level of ability

Item response indicates mid-
range levelof ability

Studenls with low
abil i ty

Item response indicates lower
level of ability

Direclion of
decreasing ability

FIGURE 2.3. A generic construct map for an abil ity.

Ik:nt re spon s e fun ction

Itcm rcsponsc flnctions or itcm characteristic curves are itern specific lirnc-
tions that map the vahre of do into the corresponding probabilitv ?rpr, givnn
thc valuc of i3;. Figrrre 2.4 shows the item response functions of three items.
'fhc 

shape of Ra"sch item response functions is the same for all three items.
but thc locatiorr is tlillererrt. All curves are equally steep, because dp is not
*'eighted depending on the itern. Fbr all itclns rpi - .50 \a'lrcn i'Jr - 9p.
rvhich indicates that lJ, locates the crrve on the d-scale.

C) rup hi cal repre s ent ation

The Riuch model is graphicalll' rcprcscrtcd in l'igrre 2.5. following thc
conventions introduccd in thc prcvious chapter. The ligure shows the item
parameter iJ, a.s the effect of the corrcsporrdirrg itcrrr i dicator Xi1 (for
A: i. the other itern indicators arc not shown since they don't havc:rn
cffcct). ancl it shows thc pcmon pararneter do as the rarrdom efiect of the
constant predictor Zpo. Note that in GLN,INI notation Z is used for predic-
tors $-ith a raudorrr cffcct, while our notation Z is rned for person predictors.
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1

p1 p3

FIGURE 2..1. I tcm response functiorrs lor thlcf i texrs.

Incirlcntallr ' . thc Zuo in F igrrre 2.5 corrcsponds u'ith lxrth (!)I ivctrtions. It

is l constarrt prcclictor u,ith a rarxloln cflect. alld it ulal lrt '  collsid(rrcd it

pcrson pre<lictor as well, otrc u'itlt a valrrc of I flrr- trll pcrsorts

o

o_

loqit
. l i n i k
.-  n^,

FICURE 2.J'). (iraphical representati(nr of the Ra-sch rrtodel (Note thal tr - i-)

L o cul tn.delx:n dtrtc e

An inrportant fcature of thc model is thc secalled ktc:al (ot condi.tionaL)

i.n,dcpotdence assruDptiorl. ncallilg that fcrt anv resportsc vector gfr :

(uur. . . . ,y,,,) '  (u' ith i/Pi being thc rcalization of 't 'pi. (!r,; :1 or 0)). the

couditional prtibabilitv of lhe wholc l'cctor is thc prodtrct of the cortcli-

t iorral probatri l i t ics rif r:ach responsc. This irnplics that. fbr all pairs of

itc'rrs i ancl i '  ( i. I i . ' \ : Pr(Ypi - !)y; kYti,: ypi,0r,) - Pr(Yni : gr, 0t') x

Pr(1,,1, : Up,,l1lr,). Under this assruptiou, do is the onlv sotrrcc of depcrr-

<lt'rrcc (or rrrrrclation) bctwcen itertrs hcnce. for a giren value of d, the

obserrations are inclcpendent. rvhich mearrs that one tlirnensii)It or Laterlt

trait. dr,. cxplains all intcr item corrclations. Thc asstrmption of locai in-

clepeucleucc trnderliers all fotrr rtrodcls in this chapter. and also all nrodeis

in this vohrrne. cxcopt for rnoclels with a tcsidtlal dcpcndencc part (scc

Chapters 7 au<l 10 for arr cxplanation of that)
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Note that the paraneters in the above equations appcar in two folms: tire
erpon,ent.i.al, form. using exp(dr,) and exp(;.i, ) as in Ecpatiorr 2.1], and thc
logarithnti.c forrn, using dn and i'r., as in Equation 2.,1. \\'e rvill use thc log-
arithrnic forn. rvhich is also the nrost conrrlorr fcrrur. Four diffcrcnl bLtt
equivalent pararnetrizations are possible ba,sed on thc signs of thc pcrson
and itcur cxpressious:
(1 )  0o  0 , :
(2) 0e + 0: . $'ith 3; : it
( l) -ei - i l i .  with 9i - dp; ancl
(4) 3i - 0;.
Tht' diffcrcrrcc bctu.ccrr thc four is that in somc contexts. one of then might
work better irr terurs of irrtcrpreta,tiorr. For cxarnplc. taking thc difference
bctwccn thc itcm paramcter and the person parameter (fi)lrrtir paranic-
trization) corrlrl be useful firr thc verbill aggressiorr cxatrtplc if thc person
pararnctcl is sccn as a pcrsonal aggressiotl threshold (dr]) and the itenr pa-
rameter as the irrductive porvcr of the situatiorr-bchavior pnir (iJi). 'fhe

probabilitv of a verballv aggressive response then grows ivith thr: difli'rsrcc
betq'een the inductive power of the situation-behavior pair arrrl tlrr: pcrsorral
tlrrtshold. Irr gr:ncral. tlur trvo sulrtractir)rr I)arnrrrctliziltiorrs (l and 4) lencl
thcrusclvcs to metaphors of comparison an(l cqnpetit iorl (e.g.. abil ity nnd
rliflicultl-). arrrl arc corrrp:rtiblc with thc irrtrritiorrs nrcrrtiotrcd above rvherea.s
the t$'o addition formulations (2 and 3) are suitable for an iDtensificatiorr
rncterPlror.

Irlentificotion

Tlrc rrrorlt'l ns formr atcd in thc prcvious cqlrations ra'oultl bavc at i,den.tifi,-
r:ati.ort TtrobLem. if the rnearr of the persorr paraructors \..r-s not rcstrictecl to
be zero. l'he exponential parameters and logaritlrrnic pararnett'rs arc iclctt-
1if iccl onlv up to a multiplicative or additive constaDt. respectivell ' . If onc
rnultiplies all exponerrtial paraneters q,ith a r:onstarrt c. then the odcls in
Equation 2.ll do not change. and if one adcls a constant r: to all logarithnicr
paranleters. then the probability in Eqrration 2..1 does not charrge. DilTcrctrt
corrvcrrtiorrs cxist to soh,c this problcrn. For instarrcc. ollc cill) sct the meaD
dp cqual to 0. r.hic:lr is t}rc solutiorr wc havc c}rosor lirr this vohrrne, or one
can set either a particulal i i i  or the rnean of the 1l equal to 0. u'hich arc
the nlost common tactics if 1/r, is not considered a ranclorrr offect.

Variants

The Rascir model exists in three variants narned after tho formulation of
the l ikclihoocl to be rnaxirnized (Nloienaar. 1995). I 'here are threc l ikcli
hood forrnulations lbr thc rnoclcl: thc joint rnaxirnurrr likcliltoorl lirrrnula-
tion (Jlvtl-). the conditional maximuur likclihood forurulatiorr (CNIL). and
tho rnarginai rnaxinurrn likclihood forurulatiou (NINIL). The labels of the
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thrcc formulations refer to a maxinization of the likclihood function lor

estirnation purposes. The likclihoocl furtction is the probability of thc data

as a function of thc pararncters. ancl. irr the casc ol CN'IL. also of thc srril-

cicnt statistics for the persort paramctels. It has bccn com on to consider

the tlrree diffcrent fbrmtllations as lIQ morc thalt three estimation tools but

they cir,n also be considerccl a^s bciug basetl ol dilfcrent ntodels. a's explained

in Chapter 12 of this volunte \!-c will follorv hcrc the N'l\{L formrrlatiorr'

meaning th&t l!€ assllrlrc that the person paranetcn are salnplcd frorn a

rl istribrrtion, so that onlv thc pararncters ttf that <listribution (and not the

individrral pcrson parametcrs) eutcr the likelihood that is ntaxinrized lf

the distribution is thc norrrral clistri l lr l t ion. thesc pararncters of the clistri-

brrtiorr aro the mcan and the lariance. Iu all applications up to Chapter

10. thc nonrtal t l istribution wil l bt'used fcrl persotr pariurcters Othcr dis-

tributiorrs can also ber userl for exartrple a histogrartr distrillrltion carr be

particularl.r ' '  f lcxiblc (Aclarns. \Vilson. & \\\r. 199?: dt'Lcetru'& Vcrhelst'

1986: Rrlhnanrr. 1988).

MML formulation and estimotxon of persort paronnters

lbr thc NINIL formulation. a morc complctc I'ay of presenting the rrtodel is

rpi: exp(on - P1)/(1 + exp(9o 0,)),
0,, - N(0, ol).

(2 .5)

with oj being the variancc of thc 0r, arrd assuming local independencc'

The corrcsponding m:rrginal likelihoocl lirr a fi l rcsponsc pattcrn (gp as

the realizatiou of Yo) is

Pr(Y ,, - Vn)
(2.6)

: ./l: fl (cxp(sp,(dp J1))/(1 + cxp(du ]i)))a(et, 11,)dep.
r : l

with 9(00 rlr) as thc nornal densitv of d, with paranlctcrs tlt lp11 afi oi)

For all persols together, the rlarginal likelihood is thc prcxhtct of the cor-

rcsponding i tcgrals. The marginal likelihood will not be repcate<l for thc

next three rnodels. since one can simplv adapt Eqration 2 6 based on the

cquation for rrui. To cstimatc the model. u'c need to estinate olrly the stnlc-

trrrill paraureters i\, . ., ilr. and a! (thc meart of the' clistributiorr is fixctl

nt 0). Thcreforc, the cstimation of du requires a further step bclrond the

nrodel esti ation. A contmo 

 

method for tltis second stcp is to calculate

ernpirical Bayes estimates: see Bock and Aitkin (1981). Adams' Wilson and

\Vang (1997). or Wainer ct al. (2001) for a discussion of thc conccpt within

thc corrtext of itcm response ntodelirrg Thcse estirnates are maxinrrrn like-

lihood estimates given the itcm respolses of the pcrson and thc a^ssurnecl

Dorrnal distribution with estimated (or fixed) rnean and variancc For a

discussion arrd some interesting results orl the estimation of person para-

rneters for thc Ra^sch model. see Hoijtink and Boomsura (i995) and \['arnt
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(1989). The issuc of estirnating person parameters is the same for all fortr

models iu this chapter. and in general for all models with a ranclom person

parameler.

C ornments orti literaturt:

'lhe Resch rnodel is a doubly descriptivc model, sirtct' it yields onlv esti-

rnates of thc inclividrral itcnt and individual person eflects. Its great asset is

that if it is valid. thc person e{Tect does not tlepcnd on the itcm, which is an

attractive mea.surcment quality and corresponds to certain notions of what

it rneans to rneasure (Ra^sch. 1961). Wheir the ultimatc goal is to assign n

nurnbcr to each pctson in ordcr to mea^surc the person's latent trait. the

R.asch model is an excellent rnoclel. Howevct. there mav bc complications in

thc data tlrat it docs not incorporate, ancl whcu it conres to u,n.r1e-r'standin,g

the resporrscs in tenns of person arrd item propcrties, the model itself docs

rrot he[.
The Rasch model is also calietl thc one-paramctcr logistic (lPL) modcl

bccause it ha,s orrlv one pararncter per itorrr. \l'e will not use this tcrminol-

ogy for the Ra^sch nrodcl, since a utodcl with uncqual but fixcd item wcights

(discrirninations) is also a onc-parameter logistic morlcl (OPLNI, Verhelst

& Glas. 1995). -fhe Rnsch trotiel wtt-s frrst described by the Danish rnath-

ematician and statistician Rasch (1960. 1gft1, 1967). an<l it bccame knorvn

in thc psychometric l i tcrature thnnks to work bv Fischer (1968. 197'1, 1981)

in Errrope and \Vright (1968, 1977) irr thc United Stntcs. For a histor-v- of

thc Rasch rnodel, see rr['rig]rt (1997). Rrr a dcscription artd discltssiorr of re-

cent devclopments irr thc Ra.sch motlcl and related tnodels. see Fischer and

Nlolenaar (1995) and R.ost (2001). A rccent introduction has bccn writtcn

by Bond and Rrx (2001). A good description of the l i le and work of Rasch

is given bv Anclersen and Olsen (2001).

2.3.2 Appliattion of the Rasr:h modeL

After a dichotomization (i.e., 2 ancl 1 are rnappcd to 1), thc exampk'data

set is analvzed with thc NLNIIXED procedure of SAS (SAS Institute, 1999).

iu order to esti rate the Rasch ntodel in its NINIL formtrlation. The options
q'e chosc for all fbur models discussccl in this drapter are: Gaussian quadra

turc for nrrmerical integration. 1\'ith 20 quadrature points withollt adaptive

centering (r'ith centcriug on 0), arrd Nc\.!'ton R.aphson a"s the optirnization

rnethod. When adaptivc centering was used. essctttially the same results

wert-. obtained for all four models as with the lonadaptive mcthod how-

ever. it took much longcr to rurr thc analvsis. For a discussion of estirnation

mcthods, see Chnpters 4 and 12, and for a cliscussion of software. seer Chap-

ter 12. The use of thc NLNIIXED procedtrre of SAS is describcd in Section

2 . 8 . 1 .
We will not test this model and the othcr models I'itlt respect to their

absolutc goodness of fit. Instead wc will do two other things. First, wc
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q'ill report thc vahre of three indiccsr the (leviance. thc Akaikc informa-
tiorr criterion (AIC) (Akaike. 197.1). and the Bayesiau information critcrion
(BlC) (Sclnarz. 197E). with tlu: aim to comparc thc forrr rrndels frorn thrs
chapter on thcsc fit intl ices. The <leviarrcc is -2krg(Z). with 1, being tht.
naxinnrm cl thc likclihood function given thc cstirnate,d modol. I'he AIC
nnd BIC are iuforrrratiorr criteria derivecl frorri thc cleviance. but with a
perraltv includcd for t lrc rlrrnber of paramctcrsr AIC : -2log\) +2N1,",.
a\d BIC - -2 ioe(I) + log(P)\.., with ,\n". being the runbcr of l)ara-
neters (for thc pcrsorrs. orrl l ' the variancc is courrted as a parameter). and
P beirrg the nrrmber of pcrsorrs (see also Bozclogau. 1.987; Read & Cressie,
1988). Lou'er valucs of thc dcviance. the AIC. aurl t lu' BIC indicate a bet-
tcr fit. As a conparisoll lnakes sense only whctr at l(,ast one rither modei
is involvecl. wc $.i l l  start rrsirrg these indiccs onlv irr thc discussion of t,hc
results froru the serrrncl rnoclcl: scc Section 2.'1.2.

Sccorul, r'"'e u'ill usc significarrce tests of thc likclihrxrd-ratio tvpe and
Wald tcsts. Fbr rresterl rnodr:ls. n'c carr use l iAeliDoor? ratto testr (LR. tcsts).
I 'hc LR test is bascd on thc ratio of tq'o l ikclihoods. Tlx'f irst l ikelihood
(21) belongs to a rrrodel that is ncstcd irr a st.concl, more gcrrrti,r, l utoclcl.
'l'hc second likelihood (12) belongs to this rrofo general model. Wher the
urodcls rlr(] estinlated with a rlaxirmtm likelihood urcthocl. tht'rr ltiiuls t$o
tines thc logarithm of the l ikelihood ratio. 2log(L1lL2), or rhc (i i lTcr-
encc bctwe('u the deviances. is asvrlJrtoticallr. distributed as a y2 with a
tnrrllrcr of rlegrees of frccdonr (d/) equal to the diffcrcrrcr' betweerr the rnrrn-
trer of pararnctcrs of the tnrr moclels. Further, we will also rrse llhld tesl.s
(\\aki, 19,11) to dctcrmilc r4rether the diflcrcncc of arr estirnate with zero
is statisticallv significant. The aslmptotic notrlalitJ- of the parameter es-
tinatcs is the basis for clividirrg the parameter cstimatc by its st:urtlartl
error. in orclcr to obtain a statistic that is approximateh' clist,ributccl as
a stan(iar(l rtolnral. For a discrrssioll of atlaptations one mav consider for
this tcst. dcpcndiDg on the eslirnatiorr rur:thod that is lollowecl. see Vcrbckc
arrd Nlokrnberg..hs (2000). Tht'LR test does not applr. 14'[r( ' l  on(] r ' islx:s to
cornpare a rnodel with onc or rnore parameters fixcd at a borrrrlarv value to
a rnotlel in which thcsc pararneters are not fixcd but frer. For exarnple. the
rcgular LR test does not apph-n'hen comparing a ntodel {,'ith tho persorr
r''ariance fixed to zcro arrtl arrother motlel whcrc the variance is estimated.
For il rnodel with one rariancc pa.raneter fixed to zcro (rrrotlcl 1. liktrlihood
is L1) ancl a lrodel where that vari&lcc is estirnated (model 2. i ikelihood
is L2). the LR stntistic -2log(Ll lL2) follows a mixtrrre of a 12(0) and a
yz(1) distribution (! 'crbeke & \loienberghs. 2000). Therefore, the regular
LR test (which worrid use 12(1) as the diffcrcncer in ruunber of parameters
is one) is conservativc and in fact the Trvalucs nust bc hah'cd. Grven the
asymptotic equiralcucc of the !\hld test for a givcn parameter vahre and
1.he liktlihood-rntio test to test wLcthcr thc paranleter is neerie<1. thr: \Vald
tcst rnav also be consiclererl conscrvative. Thus. if thc tr; r,aluc of thc \\'a"ltl
test (a.s shou'rr bv NLNIIXED) is surallcr than the critical value. then the
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correct ]}\'alue (trtailrlt- is smaller also.

Resulls

Persort ruriartce

The estinrirtcrl pr:r'son r)uri.an.:c is 1.98 on thc logit scir,lc. 'fhe starrdard crror
(58) ofthe variancc cstirrralc is .21. meaning that thc irrclividual dif i i :rcnccs

are statisticall l-sigll i f icant, rvith p < .001. In gcttcral, to interl lrct an effect
a orr thc logit scale, one sh(nrld nlrlt iply thc otlds b1'exp(a). In order to
lrilnslate this eflcct irrto arr effect otr the probabilitl', thc probatrility of .50
can be rrserl a^s a rcfcrtlcc ralrtc. The sizc of thc pcrson effects carr bc
cxaminecl b1' corrsidcrirrg thc effect of one starl(lard dcviation of 1/. Ba,scd
orr l iquaticrn 2.jJ, the odds irrcrcasc by a facttir,1.08 rvircrr d ittcreases b1 ortc
starrrlard <ltviation (i.c.. '1.08 is exp(y4.98)). To i l lrrstratr: this. sttppose a
pcrson has a probabil it l  of .50 of rcsponding with a 1 ( 'rcs" or "perhaps ')

on the first itcrn. thcn sorrlcone with a d-vahtc lhat is onc stan(lard dcviation
highcr has a probabil it.v of .80.

Itern. po,nnnetars

'l 'he estirrrirted itcln patanrcters \ary from 1.75 to *'2.97 on the logit srrtrk'.
with an avcrage r'aiue of .16. The estirnatcs o[ the iterrt parill]lcters are
givcn in 'Ihble 12.3 (Chaptcr l2). Notc that. l)et:aus(' of the srtbtractiotr
in tht: rrurtlcl cquations. lct'"ver vahres of thc itcnr pararreters irnplv irigher
probabil it ics (i.e., are'ea.sier'to err<iorsc). ' I 'he averagt: itcnt value is only

slightlv higher than the nrcarr of thc persons (fixed at zcro to identily tht'

model). This rncilns that tlle average persorr lrtrs a probabilitl' of about
.50. or nrore exacth' .,16, to t'ttclotsc the average itenr (rcsponcling "1'es" or
'pcrhaps" 

). Note that tho cflcct orr thc average persorr is rtot the avcragc
eflkt. cr-s will be explained irr Cltrpter 4.

Disculsion.

The rationaie of thc R.asch model is in thr: lirst placc to nleaslue pcrsons
in this case. to nlcil^sure the tendency of irrdiviclual persoDs to rcact with

vcrbal aggression. When uscd for that ptrrpose. thc 2,1 itcrls relating tcr
only foLrr sitrrations.rrc a ri l thcr narro&'basis firr a rdialt ic rneasurculcrlt
(but notc that Cronbach's o :.89). Onc wa-v to estimatc tltc rcliabil i t l" of

the estirrratcs is to dcrile the standard crror (SE) of ear:h of thc person

pararneters. Howcver, since we warrt to concentrate on tho rtrodcl and not

so mrrch on its application for meastrrerrrent. wc rvjll ntit follot'up the
relinbil ity of the person neasurement at this l)oint (but scc Hoiit ink &
Boomsma. 1995). Instcad we *' i l l  switch to rnoclc' ls that carr explain person
r,ariance and/or item paramctcrs



5lJ

, / 1

N1ark Wilson, Paui De Boeck

A person explanatory niodel: the latent
regression Rasch model

2 4.1 Formr ation, of the nndel,
'I'he sccorrd nrodel that n'c consider is thc lalenl regreri$iolr R.asch morlel.lt
includcs pcrson propertics to explain thc differences bct$'ccn persons $'l r
respcct to verbal aggressirin. Including persol properties a^s predictors is
a possibilitv irr GLNI\ls that we mentioned irr Chaptcr 1. but n'e did not
t'laborate on this point thcrc. Rccall that pcrson predictors arc clcnotcd b1.
Z, and the predictor subscript with j. while the fixed cffcct is denoted bv
d. The modcl diflers from thc Rzr-sch modcl in that do is nou.rcplacod r.ith
a linear rcgrcssion equation (scc also Tablc 2.2):

e,,:10.,2,,1 + e,,.

.l

\ p , - D 3 r Z r , t + e p  i J . .

( )  7 \

so that

(2.x1
] : I

in which Zor' is the valuc of person p ou person propcrty j ( j : 1. . .. .,/).
rl, is the (fixed) rcgrcssion rcight of person propcrtv .7.
eu is the remaining person cffcct after the eficct of the persol propcrtics
is accountc<i for. eo - N(0, a1). which rrriw be considcrcd as the random
eIlect of 21,s, the random intcrr.ept.
Note that thc 1tr that is usccl iu Equation 2.7 as a s1'mbol for thc rcgrrssion
u'cight of a persol propert1' is a svrlbol that dificrs from dn, which is usccl
as the person paramoter.

This rnoclel is calitrl here the'latcnt regressiou Ra-sch rnodel', becausc onc
can think of tho latent person l.ariable d, as being regresscd oD cxternal
pcrsorr rariablcs (Adams. Wilson. & \\'x. 1997) such as, fbr thc vcrbal
aggression example, Gender and Trait Angcr.

The external pcrson variablcs are considered as variables with fixcd v:rl-
tres. Wltcrr observed pcrson propertics arc used, the fact that the.! lray
incltrde crror is ignored in this rnodel (i.e.. atry errors in the Zs arc not mod-
elcd). An alternati\,.c solution would bc a regressiotr on thc latent variable
that urrclerlies the obscrved properties (Fox & Glas, 2003; R.abe-Hesketh,
Pickles, & Skrondal, 2001). For cxarrnple. the latcnt variable underlving thc
Trait Angcr score can tunction::,s a latent prcdictor for the vcrbal aggres-
sion propensity. Hoq'-ever. this sohrtion is not part of the latent rcgrcssiul
Rasch ntodel formulation in this chaptcr. In principle, it carr be ircorptr
rated i[ thc prcsent framen'ork t]rrorrgh a rnultidimensional mdlel with a
criterion d bcing a functiorr of predictor 1/s. Dcpending on the model this
may require restrictions orr the covariatrce structurc of the ds. For examDle.
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when 91 has an eflect on both 02 arrd 03, then this has consequences for thc
correlation between d2 and d3.

G rap hi caL repre s ent dti o n

Figure 2.6 gives a graphical representation ol the latent rcgrcssiol Ra"sch
model. The differencc with Figurc 2.5 is that thc pcmon parameter dp
is explained in terms of person properties (the Zs) and thcir cffccts (the
r?s). and that the uncxplaincd part or crror tcrm is thc random effect of
the constant predictor. Onc can also connect thc tl.o riglrt-rnost arrows
directly to ?p.. omitting 0o, in correspondence with Equation 2.8.

FIGURE 2.6. Graphical representation of the latent regression Rasch model.
(Note  tha t  i :  ? . )

Literature

Thc latcnt rcgrcssion Rasch rnodcl was first dcscribed bv Vcrhclst and
Eggen (1989) and Zwinderman (1991). This latter author used the tern
'gcneralized Rasch model for naDifest predictors' for thc global model,
and 'structural model' for the latent regression part of the model. Similar
rrrodcls havc bccn preserrtcd by N{islcvv (1987) tbr t}rc 2PL or Birnbaunr
rnodcl. For a rather brief but thorough discussion of this model in the
broader context of the models of this chapter. see Zrvinderman (1997).

2.J,.2 Apqtli,cati,on of the latcnt regress'ton Rasch model

Two persorr properties will bc used in the application (./ - 2): thc Ttait
Anger score (j : 1) and Gendcr (j : 2). A d.ummU coding is uscd for
Gender, with a 1 for males. and a 0 for females. Of the 316 respondcnts
243 are males. and 73 are females. For Trait Anger. the ran'score is used
a,s a person property; as reference points. the mean score is 20.00 and the



stan<larrl devintion is 4.85. l 'hc usc of thc NL\'IIXED proccdurc lbr this
applicatiou is clcsr:ribcd i l Scctiol 2.8.2.

Tahle 2.3 shou,s the goorlrress of fit rif the latent regressirxr Rasch rnoclcl.
and also of thc Rasch moclel. The lower lhc vahre of these indices. thc
l)otter the fit of the motlel. Orre should of coll lse take into account thc
mrmber of parameters to make an evahration. q,hi<'h is rvhl'thr: AIC arrtl thc
BIC are important criteria. As explainecl earlier. the penaltl ' l irr mrrrrlrt 'r
of pararrictcrs is lnrgcr irr the BICI. It can bo rntcd frorn Tablc 2.3 that

Nlark \\rilson. Paul De Boeck

l - \BLt- 2.J. C.,".1ue""-ul-f i t  i r ,di . .s Lr ' tLe f. ' rrr ur.. l , : ] . .

deviance AIC BI('NIocbl

Ra"sr:h
lattrrt rcglcssiorr l lrucli
LL \I
latent regressicxr LUf\l

8122 8216
E111 821i r
82.11 826ti
E23ri 8260

8072
8060
82:12
8220

thc latcut regressiorr R:rsch rrro<lol hit-s a l)etter fit tharr the Rasch rlodcl.
althorrgh the diflerence is rather srrriill. especiallv for the BIC. Bastrl on a.
LR test. the difference is significant (f '(2) - t ' :.0. p < .01) nreanirrg that
thc goodncss of fit of thc Rasch ruoclcl is lorvcr.

Person. propertu eJJects and resi.duaL persort tari.anl:r'

Thcrc trrc a rlrrnlx:r of r,itr-s to cxl)ross th(' rcsrrlts iutlic:rtccl bl thc estF
rnated parameters. \\'e nicntiorr sevt ral cif thcrn in thr. follou'ing paragraphs.

Ilre estirrrated effect of' lrait -{nger is .057 on t}r(. logit s<:alt ' . r ' i th a S-E
of.016. sti that the effect is highlv statisticallv significant (p < .001). Tht'
vahro of .057 is thc charrgc orrc wortld crpr:r't. givcrr tr ch:rlgc r-rf onc rtnit on
thc Trait Angcr score it corrcsporxls to a nnrlt iplic?rtiorr of thc odcls ratio
bv 1.06. An alternati\,(, frarnervork is provided b1'tho stan<lar<l ricviation.
Au irrcrcasc of onc stautlard dcviatiorr (SD) irr Trait ,\ugcr (instcad of one
urrit) represerrts a nrultiplication of thc o<lcls b1' 1.112. ancl thc clilTcrcncr-.
]x'trvccr 2SD nn<l +2^9D rcprese[ts i1 rn] rlt iplical iolr of the oclds br'3.02.
I ']rc effect of *15D on a .50 probabil it l ' is to raise this probzrbil i tv to .57.

Tlre estimated e.JJect of ()end.e.r is .29 on the logit scak'. with n S-E of
.20. so that the effect is rrot stal istically signilic:rrrt. \'Ialcs arc not signif:
itantlv more inclined to verbal aggression than ferrrales. tnt thc oclcls for
rlrak) studcrrts iirc uc\rcrthclcss 1.34 tirues largcr tharr thc odds for female
stuclerrts. The eflect of beriug rnalc orr a probabilitv of .50 is tr-r raise this
probabil ity to.57.

Since Trait Arrger and (iender explain part of the original perso[ r'zrri
arrce. the resi.d.tLaL persort. rari,onr:e ntay be expected to be iowcr than the
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one estiruated u.ith the Rasch modcl. The estimated vahle of the person
rariance is 1.84, with a SE of.19, so that wc must conclude that the in-
dividual differcnces that are not explained by Trait Angcr and Gcndcr arc
still highll' statistically significanl (p < .0t)1). \!-c rrotc that thc pcrsorr
eriaucc is srnallcr than it n'as for the Rasch rnorlel.

I l corrrparisorr with thc resitlual person l 'ariancc. the variance that is
cxplainccl br-Trnit Arrgcr is rather srnall: the variancc of Ttait Anger rnul
tiplied bv the squared effcct of Tlait Angur is (4.852 x .0572 :).08. $.hich is
,1% rvhen added to the residual pcrsorr variilr(ic. This percentage represerrts
a rlorrelation of .20 between l'rait Angcr arrcl thc vcrbal aggrcssiorr propcrr-
sity as mcasurcd irr a srrrall sct of spccific situations. This lo*' correlation is
not srlrprisirg since typically situationt behavior is rrot correlated higher
than approximatcly .20 to .30 with trait neasures (Nlischel. 1968). The
lariarrce explaine<i by Cender is even mrrch smaller: thc variancc of Gender
mrrlt iplied \r ' i th the squared cffcct of Gcrrcler is (.422 x .292 :).02. which
is rrot sigrrificant. Thus. in terms of effect size. the cffect of'l\'ait Anger is
smal] to moderate and thc cffcct of Gcrrdcr is srnall to vanishing.

Itcrn pararru:tr: rs

The estirnated itent paratleters \?r)-from .57 to +.1.16. To intcrprct thcsc
vahrcs one nceds to kno*'thc actlral meaD of the person effec1s. Thrs mean
is the resrrlt of adding three terms: (l) the nrean of thc lrollnal distribrrtion
of e (which is zcro), (2) thc avcrage Trait Arrgcr st:oro (20.00) tirrrcs thc
Trait Augcr cflcct (.057), and (3) the average of Gender (the proportion of
rna"lcs: .23) tirlcs thc cffcct of Gcrrrler (.29). The sum of these tluee ternrs
is 1l.20. Whcl this rcfcrcncc laluc of 1.20 is sulrtracterl frorl the original
range ( .57 to *,1.16). the result is 1.77 to *2.96. r.hich is vcrr-close to
the rauge obtairred with the estimates from the Rasch rnodel. This short
rliscussion demonstrates hrn thc parameter vahres arc icleDtified only up
to aD additive constant.

2.5 An item explanatory mo(lel: the LLTN,I

2.5.1 Forrnu,latlnn of tht: m,odel

In tlrc tlrird nroclcl, thc Lineor Logistit: test rnotleL (LLT\I). item properties
are used to explain the dillerences betq'een items in tenns of thc cffcct thc\-
have on rip,, and thercfore on rn,. The model difters lrom the Ra^sch rnotlcl
ir t irat thc contributiol of item i is rcducctl to the contribution of the item
properties an<l ther ralucs thcy havc lbr itcru I (scc also Tablc 2.2):

, ,  - A  \ -  r .  r . ,' t p t  p  z2  
vE "  t t s .

A = O

(2  e )
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in which I;1 is the value of item i on item property k (ft : 0.... .1(), and
if is thc rcgrcssiorl weight of itern propertl' A. Comparing Equation 2.9
$'ith the corresponding equation for the Ra-sch nrorlel (see Equation 2.2).
oue can sec that thc item p.rrameter $ is replaced with a linear furrction:

. r /  \ -  r . Y . (2.10)

Note that in gcncral ill rvill not equal rd as thc prccliction will not be
pcrfcct.

Bccausc tlrc rrrearr of the person distributiorr is fixocl to zero, a propert)'
with a valut'of I for all i tems is needetl (a colstant predictor) to act as the
intercept in Equation 2.10. Hcncc, wr need an item preclictor for,t - 0. with
-Y,o - 1 lbr all lahrcs of i, so that rJo is thc itcm intcrccpt. An altcrnativc
is to estirrate the mean of thc dp, anrl to omit the contribrrtion of the
coDstant prcdictor. so that in Equations 2.9 ancl 2.10 A rvoulcl f lrn from 1
to It. These remarks applv also to thc fourth nrodelr see Section 2.6.1.

The modcl in Equatiorr 2.9 is calletl the'l inear logistic tcst rnotlcl (LLTNl;
Fischer, 1973) bccausc thc model is ba.sed on a logit lirrk and on a lirrcar
cornbirration of item propertics ill thc linear component, and because it was
frrst used for tcst data. Instead of estimating individual item effects. the
cllects of iton properties are estinatcd. The tcrrn 'logistic' in the label of
the rnodel does not urearr that tlrc principle of a lilear combinatiol of itcul
propertics carrnot be used for normal-ogivc lnodcls. Substituting a probit
link instead of a bgit link is all that is nccclcd to obtain the rrormal-ogive
equivaleDt of thc LLTNI.

The LLTX,'I also allows for irrteractions between thc itcm propcrtics. If onc
is interestcd in the interaction between tll'o itcm propcrties. their product
can be addccl as an additionai item propcrty.

GraphicaL r( pre.s e.ntat?,on

A graphical representation of thc LLTNI is giveu in Figurc 2.7.
Tlte dillerence between Figurc 2.5 for the Rasch modcl ard Figurc 2.7

for the LLTI\'I is that thc corrtribution of each itcur is explainecl through
the item propertics (thc ,Xs) aDtl their iixed efiects (thc ds frour 1 to K,
arld a coustant px. the ellect of the corrstant item predictor). The constant
predictor is rcpresented trvice, as Xio and Zpo, because it is also used trvice:
for tht,fixed LLTNI intercept (ilo) and for the random intcrccpt (dp).

C ontntents arnl literaht re

Notc that there is no error term in Equations 2.9 and 2.10 and hence. the
prediction is a"ssrrrrred to bc pcrfcct. The model irnplies that thc itcm cflects
can be perfectlJ- cxplaincd from the itern propcrtics. that ll1 from the Ra-sch
rnodel equals r-i frorn Equation 2.10. This is a strorrg assrrrnptiorr, arui it
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FIGIIRE 2.7. Graphical represerrtaiion of the LLTNI.

makes thc model highly restrictive. But this constraint ma1'bc relaxed in

rlorc complex models. In Chapter 6. nodels are presentcd wiih al error

cornponcnt added to l lquatiotrs 2.9 and 2.10.

The LLTNI wa^s devcloped by Fischer (1973, 1983). For an earl.v appli-

cation of rcgressing thc itenr parameters on item propcrties, although the

latter n'ere not incorp(xatcd in the rnodcl. see Schciblechncr (1972). l- is-

ctrer (1977) ha^s prcscnted a LLTNI for rrrulticlimerrsional iterns. and latcr

hc described a general framework for designs n'ith mrrlticlimensional itenrs

and dilTerent points in tirnc, possibly with diflercnt subsets of items for dif-

ferent occasions (Fischer. 1989). For an ovcrvieu'of LLTI\'I devclopmerrts.

see Fischer (1995).

2.5.2 Application o.f th,e LLTM

Three itcrn propertics are used il the LLTN{ for t}re verbtr,l aggression data:

Behavior NIodc. Situation Type. and Bchavior Typc. The tltrcc propcrties

are codcd into four X-variablcs (&: 1 to'1). conrplcmented lvith the con-

stant itcn) predictor (A :0). \.\ 'e chost: t ltc coding givcn in Figure 2 8.

Behavior Nlode
pred ic to r  1  Do: l Want : 0

Situatiorr T1-pe
prcdictor 2 Othcr-to-blame: I Self-to-blame - 0

Behavior Type
predictor'3 Cursc. Sr:old : 1/2 Shout : -1

prcdictor .1 Cursc, Shorrt : 1/2 Scolcl : -1

FIGURE 2.8. Coding schemc for the LLTtrll
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Notc that thc coding scheme as prcscnted in Figure 2 8 tlilTers from the

onc rrsed for thc siurple lincar regrcssions in Chapter l. since, except for

the Behnvior T,vpe. tlummJ' croding is ust'd. 
'l 

his ilhrstrates lrow alternativc

coding schcrnes are possible. For thc Behavior Type. corltrast cocling with
cenierirrg orr [\ro ()\,(]rir\ nrt'an is rucd arri in Chapt(\ l. \recausc \r"'o dlr(: sti\\
int{rrcstql ir 1he effect of tho behavioral ft'atrtrcs (Blaming, Exprcssing) in
cornparison lvith the mcarr. Horl'cvcr. wc ll'ill also report the cstillratcs llsjng
rhrrrrrrry' codctl factors for Beiravior Type: one for Crrrsc velsus the othcr
trvo bchaviors. and one ltrr Srrrkl vorsus thc othcr tu,o behaviors (Shout is
the refererrtt lt,r'rl). Thc Bchavior \locle is codetl as a dunrrny varialtle: Dtr
is coded zrs 1. mrd \Araut as 0. Also thc Situation'Ilpe is codccl a.s t'r, clummv
variable, s'ith Othcr-to blamc coclcd a"s 1. and Self-to-blanrc as 0. In order
to inchrde an interccpt, arr itcui prcdictor is acldcd li,'ith a valuc of onc for
a l l  i t c rns  (1"  :0 ) .

Thc gooclrrcss-of fit valucs of thc LL:[ \I are given in Tablc 2.3. 
'I'hc vahres

are clearh' inferior to tirosr: of tlr prcvious rrroclcls. Thc LR test comparilrg
thc LLTNI to thc Rasch rDodel is significant \2(19) : 159.6 (p < .t)01).
meanirrg thlt thc goodrrcss of iit of thc LLTNI is loncr. 

'l'he 
re'asorr is that

the 2'1 I).rrarrretcrs for itcm cflccts arc now rcduced to onll'five, corrcspond
ilg to thc five item predictors (including the constant prr-'rlictor). But see
our discrrssion belo*' regardirrg thc ostirrrirtcs. r'hcrc wc conclttde that tho
item properties have a r, 'er1'high explanatorv vahrc. This i l l ttstrates hou,
choosing to usc an cxplanatory moclcl can be at the cost of a statisticall)'
significant lower goodrrcss of fit cvcn n'hcn thc cxplanation is rather strc-
ttssfirl. Sm Chnptcr 6 for a solution to this bv defining the iterrr pararlctcrs
a-s tr rarrtloru r'ariablc. As for thc other mticlels. q,e first discrrss thc rcsults
rcgardilg thc pcrson variarrct'.

Person r:ariance

Tlre estirnatrrl 1x'.rsorr, uariance is 1.86. with a Se of .20 and thrs sigrrif icant
(p < .001). Notc that the variance is smaller thal l irr thr-'R.asch model
(where it was 1.98). This illustrates liow the estimates fbr the pt--lsorr modc
are sliglrtl"v affcctt-'d b.v a diffcrcnt approach for the item rnode (explanaton'
insteacl of clescriptive). This phenomenon carr br: cxplairrctl as a scaling
cllcct (Snij<lers & Bosker. 1999, pp. 227 228), r'hich was:rlso cliscttssed in
Chapterr 1. Thc cflcct is clut' to thc lcss th&n perfect explanation of thc itcm
pararneters orr tho b:rsis of tlLc itcm propcrties (see next paragraplt).

Item proyte.rty e,ffet:ts

We no longer havo cstirnatcs of the inclividttal itern paritrtrcters brrt instcad
we have estirnates of thc cffccts of the itern propertics. To lirrd out thc
cflcct pcr item. the sum of the. cflects of the r:orresponding itcru propertv
varizrblcs rrrust bc rnacle. as will be ilhrstrated bclor'.

Tlrc cstimated effect of th,e Be.harior lvIode is .67, with a 5'o of .06. so
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that this ellect is also highlv statisticalll' signilicant (p < .001) whcn
going frorrt wantiug to tloirrg. the odds a.rc reduccd to about half of their
vahrc for warrtirrg. The oclrls decrease rvith (are dividecl bv) a factor of about
two. nlorc prccisclv 1.96. If t irc probabil it l  of n'arrting wt,rc .50. thcrr thc
le.l lrction rvorrl l l iekl a probabil itv of .3,1.

The estimated eJJect of t.h.e Si.t.tntlon Tgpe is 1.03. rvith a 5,E- of .06.
so that the eflect is highll '  statisticall l '  signil icant (p < .001). The elTect
implics thnt whcrr othcrs art' to bl;rme. verbal aggression is morr: rrlrrrnorr
than whcn oncsclf is to blarnc. \Vhcrr others :rre to blanie, tht' o<lds iucrcasc
bv a factor 2.80. Thc cficct orr a probabilitv of .50 rvoukl bc to raisc it to
.71 .

Rccall that fcrr thc r:frri of thr: Beharictr ?r7pr trrr preclir:tors wcrc r$cd.
Thc cffcct of the first ((\rrse arrd Scilcl vs Shorrt) is 1.:16. q,ith a "5-E of
.051 and the effect of the second (Cursc alcl Shout r-s Scolcl) is .70. u'ith a
Slql of 05. Both cffccts arc highlv statisticalll signifir:arrt (p < .001). F.rom
these eflects it mav be conchrdcd that for thc situ&tions undcr investigation
thc blaming aspcct of a bchavior has a larger eflect on its occurrcncc than
thc cxprtssion aspect. When both effccts are combincd. the iahres for tht'
th ree  bc l rav io rs  a rc :  L36f2  .70 /2  :  -1 .03  fo r  Cursc ,  -1 . i36 /2+.70 :  .02
fbr Scolrl. and 1.36 .7012 : l.0l for Shorrt. Usirrg odcls to describe the
c{Tcct sizr,. the orltls of crrrsing are 2.86 tirnes higher than those of sr:olriing,
and the odcls of scolding ale in turn 2.69 tinres higher than those of shout-
ing. The odds roughll' ircrca"sc n'ith a filctor of alrnost tlrroc whc! Auirrg
fiorrr shoutirrg to scoklirrg. a tl *'hen goi g frorrr scolrling to lrrrsirrg. If tL"
probabil ity of scolding wcrc .50 in a givcn situation. thcr thc corrcsponcling
probabil it ics of cursing and shouting rvould bc .7,1. and .27. rcspcctir 'clr ' .
Equivalent resrrlts are obtained q'ith the dummy coding. The eflects are
-2.01 (SE is .07) fcrr Crrrst. arr<l .99 (S,E is .07) for Scokl. Firralh'. t lrc
cstirnirtcd cflcct of tho constant prcdictor is .111, the estirnation of tho fixed
intcrccpt using thc coding scheme of Figrrrc 2.8. (liven the mixeid coding
(contrast coding and drrnrnl'coding) this eflect has no ea.s1- irlterpretation.

Irr ortler to reconstnrct the individual item paraneters liom the LLTN{.
one ha.s to acld rrp the effects that corresponcl to the fbul item propert\'
varialrles and the constant. Frrr example. the reconstructed parameter lirr
"A bus fails to stop for me. I u' 'ould want to scold' is .02 (Scokl) + .00
(Wnnt is the reference level) 1.03 (Other-to-blarne) +.31 (constant) :

.70. Thc paramctcr .LS cstimatcd orr thc basis of thc Rasch rnodcl is .57.
The corrclation betwccl thc itcm pararnctcrs as cstirratcd $.ith tirc Rasch
model and the parameters as reconstructed from thc LLTXI is.9,1. Thus.
although the LLTNI fits significautlv worsc in a statistical scnse. it does
verl 'well in explaining the iteDl paramctcrs. so that wc may say it ha-s a
large eiTect size in this rcspcct.



ajfj Nlark Wilson, Paul De Boeck

2.6 A doubly explanatory model: the latent
regression LLTN{

.1.6.1 Forntulation ol thr: ntodel

Finallv, one can cary out botll of the previous extensions by conrbirring
Equations 2.7 and 2.10 irrto thc equation for the Rrxch model (Equation
2.2 ). assrrming that B.' is used in place of p1. This yields the latent regtr ssion
LI7,4.1. a moclel that is explanatory lbr both the person mode and the itern
rriotlc (scc also Table 2.2):

\p i : l01Zr;  + e,  1,Js. I , ; . .
j : r  k = 0

(2 .  11)

As for the prcvious rnodcls. thc nroclcl of Equntiol 2.11 has t$-o parts: a
persorr corrtributiorr arrd an itenr corrtribution.'Ihe persorr contributiorr is
t'xplained in terms of persorl properties and ha-s arr crror tcrll. while the
iterl corrtributiorr is explairred irr ternrs of itern properties ancl does not
iDcjutlc an error tcrm. l'his as1*mmctric construction is rrot a rrccessity. as
ri ill be seen in Chapter 6.

The urodel in Equation 2.11 is a GLN'INI with both person predictors ancl
iterl prcclictors. cach having a fixed effect. ancl a random intcrcept, u'hich is
thc crror tcrur of thc pcrsorr corrtributiorr. Thc prcvious tlrrcc modcls in this
chaptcr c:ur be obtained from Equation 2.11. Two kinds of modificatiorrs
arc rrccded to obtairr thc othcr tirrcc rlorlt:ls: (a) to obtairr thc LLTNI. the
Zs arc ornittcd. so that e2 can bc cxprcssccl a.s 9p; and (b) to obtain the
latent regressiorl lta,sch rlotlcl. the Xs are.just the item indicators (Xik : 1
i f  i :  f t ,  I ; r :0  o the l$ ' i se .  a r r r l  K :1 ) .  so  tha t  l i r r  A :  i  i t  hok ls  tha t
.l^.X;l.: iJt. and for A I i i t irolds that rl i .X,t :0. Firr the Ra^sch model
both modifications are needed. Altemativell'. these three nodels can bo
stcn as being built up bv aclding cornplications to thc basic building block
of the Rasch model.

() rap hu:al tepres ent ati o tr

Figurr' 2.9 gives a graphical ropresentation of the laterrt regressiorr LLT\L
'fhc 

diffcrcrrcc with Figurc 2.5 (thc Rasch modcl) is that in Figure 2.9 for
t he latent regression LL'|\I both the contribrrtion of each item and of cach

lrl lson is explained through properties, itern properties with a fixed eflect
rr. illr(l pcrson propcrtics with a fixed cffcct r!r,. rcspcctivcl)'. For the items.

riit. t'fIcct of the constant prcdictor is 119, rhile for the persorrs thc cffcct of
llr corrstaut prcdictor is a rarrdom cfTcct, which appcars irs a[ crror ternl
.... 

'fhis 
is w\ both Xzo arrd Zpo are included in the representatiorr. Notc

rlrat tlx. circics containing jit l,rr<l 0o arr:l not nccdcd. A dircct connection
,i thc arrows from thc Xs and thc Zs to qpi is a more parsimonious lnlt

P,'r lur1>s lcss interpretable representatiol.
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FIGI]R.E 2.9. Graphical representation of th€] iateDt regression LLTNI

Literature

Tho latcnt regression LLTNI is sirnpl"v a cornbination of thc latcnt regressiorr

iclea with the LLTNI, and this is why n'e call this combincd model hcrc

thc'latcnt regressiorr LLTN{'. It is dcscribed theoretit:ally in Zn'irtdcrman

(1997), and Adanrs, Wilson and \\\r (1997).

2.6.2 AppLiurtiort ol the lntent reqression, LLTM

Thc fit inclices for thc latent regression LL'I'trI are givcn in'labh 2.3 
'I'ht:

goodness of fit is slightly better than for the LLTNI. fot the sarnc tcitsorts

that the latent regrcssion Rasch rnotlcl had a slightll-. bcttcr go<.rdrrcss of fit

than the Ra,sch ntoclcl. The LR tcst conparine! thc latcnt regrtssiolt LLTNI

to thc LLTNI is sigrrif ictr.ut (f '(2) : 12.6. p < .001). \\ 'c t ' i l l  not rrotc the

spr:ci{ic elfect estirnates here. as thc estimated person propertu cJJects ate

about thc same as those obtained with thc latent regression Rasch rrrodel,

and also the estimated xtem. Irrope.rta eJJt'.cts ate abotrt tltc same .Ls those

obtaincd with the LLTN{.
It is note$'ortl\y that the resid,rol person uariant:t:, after the estimated

effcct of 'l'rait Angcr and (lerrtlcr is accounted for. amounts to 1.73 itr

the latcut regression LLTNI, while it wns 1.84 in the corresponding latent

rr:gression Ra.s<:h rnodel. Again, the more flexible the model is for the esti-

rnation of the itcrrr efTects, thc larger the variancc is of the (resiclual) persol

effects, as could be expcctcd from the scaling efiects discussed earhcr'
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2.7 Enlarging the perspective

Tlur forrr rnotlels we have preserrted are chosen to illustratc thc contrast
betn't.en descriptivc arrrl cxplarratory rodcls. Thct'arc onll 'arr introc rctor.v
select,ion. In orclcr to cover thc broacl varictv of itcnr rosponst' rnodcls. u'c
nced art cnlargcrncut of thc pcrspcctives. In prirr<:iple the extensions can
rcltrte to thc tlrr-co parts of a (ILNINI: the random conrponerlt. the l ink
lirrrt tiorr, arrd the linear fi)mponent.

Itegilrtling the first t$'o parts, thc cxtensiorr rif the models to mrlti-
catcgorical t lata has consr:quorces l irr the l ink function and thc raldour
corrrponent. \\ie rvil] not go as far as extcrrtlirrl3 thc rrrorlt:ls also to count
data. hoq,ever. shich r,r'ould require a logaritllrric lirrk arrd a Poissorr <lis-
tribttt iotr fot thc lartclorn corllporrcnt. Rt.garding the l i lcar corlponent. the
cxtensiols concern not onll ' the tvpe of prcrl ictors ir.rrt l t lu, tr 'pc of t ' f l i 'cts.
brrt also the l inear nature of lhc coulpolrcrrt. sinco sonre of t lrc rtenr re-
sponse modcls arc not gclctn"lizcrl l irrcar rl ixe<l l lodels but nonlinear mixed
niodcls. Examplcs of uorrl iDcar rnixorl uxrrlels ale the t\\o- and the three
paranreter logistic models (2PL aud 3PL rrotlt ' ls), arrtl the nurlt ir l irnerrsiorral
t$o-parameter nodels. Finalll. thc assrrruption of kxral irrdepeudeut e rvill
br: relaxed.

For nll thcsc models. thc parameters cal cithcr be dcscriptivc lJararlctcrs
or cxpl:nratorv pararneters. Explanatorl pararneters arc cffccts of propcr
ties. or irr othcr words. of cxternal variablcs. Descriptivc piuaulctcrs arc
either random effects or fixed ellccts of l)r1\lictors that are rrot propr:rties
but indicators. This distinction. which is nt thc basis of the preseltation of
fbur moclels in this chaptcr, rvill bt-. cxtrapolated in the fbllowing chapters.

f- 'hapter l3 cliscusscs c{tensions to [rult icat(]gorical data. Other extt 'rrsions
arc l)rescutql l iorn Part II orr. ( 'haptel , l r lcscribes rrrorc thorough)1'than
thc prcvi.nrs ciraptcrs thc statistical backgro[nd for t l i is volrrme.

2.8 Software

2.8.1 Rasch modeL (terbal aqqre:ssion dl.ta)

Thc lrtrsir: optiors that n'crc uscd nrc described in Ser:tion 2.3.2. ln later
chaptcrs, tho basic options are reportetl irr the sectiorrs on softr-are.

Code

PRoC NLMIXED data=aggression_dich nethod=gauss
technique=ne!'rap noad qpoints=2o ;
PARMS b1-b24=1 sd0=1;
beta= b1*x1+b2*x2+b3*x3+b4*x4+b5*x5+b6*x6+b7*x7
+b8*x8+b9*xg+b10*x10+b1 1*x1  1+b12*x12+b13*x13+b14+x14
+b15*x15+b16*x16+b17*x17+b18*x18+b19*x19+b20*x20
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+b2\,r x21 +b22 + x22 +b23,+ x23 +b24 * x2 4 ;
a v = a v h r r h 6 f ^ - h a + r ) .

p=ex l  (1+ex) ;

MODEL Y - binary (P):
RANDol , ' l  theLa normal  (0 ,  sdo**2)  sub jecL=person;

ESTIMATE ' sd0**2 ) sd0**2;
RUN;

Clonnnents

1. The data sct is callcd aggression dich (see website urL'lrt ioued in thc
Prclace). Tlr (lir,ta matrix contains thc clata irr onc lorrg string an(l thc r-al-
rres of the clesign fa"ctors corrcspt.rrxlirrg with each observation (see Chapter
r2) .

2. Irr the PAMS ritatcrncnt. thc pararnetels are introduced together lvith
thcir init ial ralucs.

3. Next. thc lormula for the probability is built up froni two ingreclients:
beta arr(l theta. The beta part is ba.ssl orr t lrc 24 itern indicators (x1 to
x24) an<l thcir wcights (b1 to b24). 'Lhe theta part is just a. sirrglc tcrnr (do.
brrt see the softrvare for thc ncxt application). With the ba.sic ingre(lierrts
of theta arcl beta, thc fcrnmrla l irr the probabil it l  is colntructcd. I lstc.rd
,rf builclirrg up the fornula in steps. orrc can as m:ll givc the lorrm a irr Lrrc
stcl).

4. In the MODEL statement. it is spccifictl that thc observations fir l lorl,a
Bt'rDoull i distribution (binary) $'ith parameter p (nr. ).

5. In the RAND0M statement thc clistributiou oftheta is specifierl. ovcr pcr-
sons (subj ect=pers on). with mean zcro and a varialcc that is thc squarcd
r.alue of sdO (o6). Thc valuc that is cstilnate(l is therefirre the SD arrtl rrot
the variance.

6. This is rvhy au ESTIMATE staternent is:rrldrxi. so that it lso thc vali inr(r '
is cstimatcd. with label'sd0+*2' (the labtl nral'cl if lcr from thc s1-rrrbol irr
1he soll$'arc; c.g.. vartheta would be another label).

7. The code lor thc LLTNI will not be shown. but is analogous: x7 to x.24
is replaced with xl to x5 (thc,rrxled tlesign factors) with their weights.

2.8.2 Lututt t egr?.ssion Ra,sc:h m,otlel (rerbal uggresston dat.a)
'fhe options are the same as for thc Rasch urorlel.
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Code.

PRoC NLMIXED data=aggress j.on-dich nethod=gauss
technique=nelrrap noad qpoints=20;
PARMS b1-b24=1 sdo=1 g1-g2=0;
theta=eps + gl*anger + g2*na1e;
beta= b1*x1+b2*x2+b3*x3+b4*x4+b5*x5+b6*x6+b7*x7
+b8*x8+b9*xg+b10*x10+b1 1*x11+b12*x12+b13*x13+b14*x14
+b15*x15+b16*x16rb17rx17+b18*x18+b19*x19+b20*x20
+b2 | + x2 ! +b22 * x22 1-b23 * x23 +b2 4+ x24 ;
a Y = a w h l f } ' a r - r - h 6 f . ) .

p=exl ( 1+ex) ;
M0DEL Y ' binary (P) ;
RANDoM eps  -  noroa l  (0 ,  sdO**2)  sub jec t=person;
ESTIMATE , sd0+*2r sd0**2;
RUN;

Comments

The two rlifferences with thc cstinration ol the Rasch model arc:
l. theta is now defined a.s a sum of thc Gcrrdcr effect, the Trait Anger t:Ilect.
and a random tcrm eps, in correspondence with how theta is dcflncd in
the latcnt rcgrcssion Ra,sch model. The person propcrties arc aager arrd
nale (the Zs), and their weights 91 and 92 (the r?s).
2. It is now thc distritrutiorr ol eps that is defined. instcad of thc distribution
ot theta.

2.9 Exercises

1. Why is rro irrtercept (J0) used in the R.ascir rnodcll

2. Rctlraw Figure 2.5 for a model with iixcci pcrson efTet:ts and rarrtlorn
itenl effects.

3. How should one intcrprct thc intercept in the LLTN{? Suppose the in-
tcrccpt $'ould be fixed to zero, n'hilc thc rncan of the d-clistributiou is free.
Whlr.t roukl be the consequence of this? How do iig arr<l tho rnearr of d
rclatc to onc arrother?

.1. Supposc that for Do vs \!hnt not a dumrur coding wouid havc bccn
rtsed but contrrut coding (Do: 1, \\hnt = 1). Wlrat roultl thcn havc
bccn thc n'cight of this predictor'l

5. do can bc removed from Figure 2.6. How wouki the rrew figure look
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likc thcn? \lbuld so be the randour irrtercept'/ If "ves, how can an error
terrri bc thc rncasurc of a latent trait, and how woukl tire trait be dcfined?
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