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et ihsBditye

Letters to the Editor will be confined to discussions of papers which
have appeared in The American Statistician and of important issues
facing the statistical community. Letters discussing papers in The
American Statistician must be received within two months of
publication of the paper; the author of the paper will then be given an

opportunity to reply and the letters and reply will be published
together. All letters to the Editor will be refereed. Corrections of
errors which have been noted in papers published in The American
Statistician will be listed in Corrigenda at the end of this section.

THE PROBLEM OF NUMERACY: MOUNT EVEREST SHRINKS

A.S.C. Ehrenberg (1981) argues that rounding to two digits may
increase numeracy, i.e., people’s ability to cope with numbers. How-
ever, rounding large numbers to two significant digits can present
problems in how these numbers are presented and used. I found the
following to be an interesting example of dealing with *“‘nice”” num-
bers.

The following filler with a United Press International credit line was
printed in the Pittsburgh Press (May 19, 1981, p. B-11):

Mount Everest Shrinks

Mount Everest is exactly 29,000 feet high but surveyors wor-
ried that the public would consider that an estimate, so they
falsely reported the height as 29,002, a figure accepted since
1850.

The use of the word “exactly” did not imply rounding, and I won-
dered where UPI got the number 29,000. A quick check of Whitaker’s
Almanack (1981, p. 205) and the New Encyclopaedia Britannica Mac-
ropaedia (1981, Vol. 12, p. 585) produced a figure of 29,028. The
Columbia Viking Desk Encyclopedia (1960, p. 430) gave a value of
29,141 feet for the height of Mount Everest.

According to the World Almanac (1981, p. 440), the number 29,002
was produced by a survey team using a triangulation method in the
middle 1800’s and is still used by many mountaineering groups. The
present official height, based on a 1954 Indian government survey, is
29,028 feet, plus or minus 10 feet because of snow. This figure is also
accepted by the National Geographic Society.

This still left the 29,000 figure given in the UPI article. A call to the
UPI newsdesk in New York identified the source as the People’s
Almanac (1978, p. 605). Part of the entry from this almanac helps
complete the story and is quoted below.

The first official survey of Everest took place in 1852. The
surveyors took measurements in six places and derived an aver-
age figure of 29,000 ft. This seemed too much like a round-
number estimate for an official report, so they added 2 ft. to
their published finding to make the height 29,002. An Indian
team surveying in 1954 found the mountain to be 29,028 ft., 26
ft. higher than the 1852 “‘estimate.”

Therefore, there does not seem to be a source that indicates Mount
Everest is exactly 29,000 feet. In conclusion, it seems the original
British surveyors were not interested in people’s numeracy, but rather
their basic skepticism of “‘nice” numbers.

Charles E. Stegman

Program in Educational Research
Methodology

University of Pittsburgh

Pittsburgh, PA 15260
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NUMERACY AGAIN

Professor Ehrenberg’s rule (4) (Ehrenberg 1981) of rounding of two
effective digits is not new. Although he does not state the rule explic-
itly, Playfair (1801) has presented his data mostly to two digits and
makes the following comment.

As statistical results never can be made out with minute accu-
racy, and that, if they were, it would add little to their utility,
from the changes that are perpetually taking place, it has been
thought proper in this work to omit the customary ostentation
of inserting what may be termed fractional parts, in calculating
great numbers, as they only confuse the mind and are in them-
selves an absurdity.

It is a pity that the statistical community largely has not taken this
suggestion to heart and that we are in the same state of affairs 180
years later. Let us hope that this latest advice is followed.

David Bellhouse
Dept of Statistical and
Actuarial Sciences

Faculty of Science

University of Western
Ontario

London, N6A 5B9

Canada

References

EHRENBERG, A.S.C. (1981), “The Problem of Numeracy,” The
American Statistician, 35, 67-71.

PLAYFAIR, WILLIAM (1801), Statistical Breviary, London: Ben-
sley.

REPLY

Most people know that exactly 29,000 ft. means about 29,000 ft. So
Dr. Stegman need not worry unduly. The rounding rule also explicitly
avoids over-rounding for measurements like 29,002, 20,028, and so
on by saying that we should round to two effective digits (i.e., ones
that vary in that context), not to two significant ones.

But for most purposes the height of Mt. Everest is about 29,000 ft.;
for example, when climbing the last few feet (...; 29,000; 29,001;
29,002) and even when answering Sellar and Yeatman’s (1932) old
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exam question: “Mt. Everest is 29,002 ft. high. Do you consider this
sufficient?”

Good precepts such as drastic rounding should reflect best practice,
like what William Playfair did in 1801. What may help wider adoption
now is (i) repetition, (ii) being more explicit about rounding to wo
digits, and (iii) our better understanding of just how and why more
than two digits “confuses the mind”—that we cannot keep longer
numbers in our short-term memory when doing mental arithmetic.

A.S.C. Ehrenberg
London Business School
London, NW1, England
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IMPRACTICAL BOUNDS ON DIFFERENCES OF ORDER
STATISTICS

Fahmy and Proschan (1981) established that a sharp upper bound
on the difference between two order statistics x, and x; (k <!/) is the
quantity [n(n —[ + 1+ k)k(n =1 + 1)]**s, where n is the sample
size and s the sample standard deviation. The result follows from
considering the minimum possible value for the sample standard devi-
ation given the specific values of the two order statistics. The min-
imum occurs when all lower order statistics are identical with x,, all
higher ones are identical with x;, while those in between are at a
weighted average of x, and x;, weighted so that they do not contribute
to S(x —x)%

While the Fahmy-Proschan bounds must be followed by every set of
numbers, they bear no necessary relation to any other set. Yet Fahmy
and Proschan suggest that their bounds may be useful in connection
with testing outliers and for setting conservative waiting times be-
tween successive failures.

As they show, for n = 1,000, the upper limit on the difference
between the two middle order statistics is 2.00s, which is also the
general lower limit on the difference between the extreme order
statistics. Their upper limit, however, on that extreme difference is
s-(2n)", or for n = 1,000, 44.72s.

Things get more puzzling when we apply the Fahmy-Proschan result
to seeking outliers. The upper bound on the difference between the
first two or between the last two order statistics is ns/(n — 1), (for

= 1,000, 31.64s). This seems to be an unusually large gap that we
are required to see before we may assert that we have an outlier. But
then, it is not much more bizarre than a gap requirement of 2.00s at
the center. Of course, it wouldn’t look like a gap anyway, since
whatever observations were made, they would have to obey the
Fahmy-Proschan bounds.

Simply put, the Fahmy-Proschan bound cannot be properly used for
the purposes they suggest.

Nathan Mantel

Biostatistics Center

George Washington University
7979 Old Georgetown Road
Bethesda, MD 20814
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REPLY

Nathan Mantel points out that our bounds (Fahmy and Proschan
1981) on differences of order statistics are not practical in testing
outliers and setting conservative waiting times between successive
failures. He is quite right. The bounds should not be used as proposed
in Section 2 of our note.

The bounds are correct and are sharp. But they would hold equally
well for a sample containing an outlier.

In our note, we reference Thomson (1955) for the sharp lower
bound on the sample range given in (1.7). Professor K. R. Nair has
kindly furnished an earlier reference for this bound; see Nair (1948).

Frank Proschan

Dept. of Statistics and
Statistics Consulting Center

Florida State University

Tallahassee, FL 32306
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CORRIGENDUM

The conjecture that the integer-maximization method proposed in
Dahiya (1981) is extendable to the case of several integer parameters
is not true. Washburn (1975) has also investigated this method and
gives an example where this method does not work in two dimensions
without some further restrictions on the function.

I would like to thank Bruce L. Golden for bringing the reference to
my attention.

Ram C. Dahiya

Department of Mathemetical
Sciences

Old Dominion University

Norfolk, VA 23508
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“LEAST SQUARES MEANS”’ vs.
“POPULATION MARGINAL MEANS”’

Searle, Speed, and Milliken (1980) have proposed the term ‘‘popu-
lation marginal mean” (PMM) as an alternative to ‘“least squares
mean.” They write “We emphasize that a PMM is a function of
parameters of a linear model. It is this aspect of least squares mean
that we find missing in the literature.”

The term least squares mean is used to denote a least squares
estimate of a linear combination of parameters (Harvey 1960) and not
a linear combination of parameters themselves, and is evidently used
as an abbreviation. However, Searle and Henderson (1978) have writ-
ten “the least squares mean of an effect is defined as the linear
combination of parameters obtained by averaging the right-hand side
of the model equation . . . over all subscripts except those pertaining
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to that effect.” Further, they proposed in a SAS GLM context the
term “‘estimated least squares mean.” Literally, this would mean “the
least squares estimate of the least squares mean”! In Z-restricted
models such as those used by Harvey (1960), least squares means
provide estimates of well-defined estimable functions except for func-
tions involving interactions associated with missing cells. The prob-
lem, in general, is which linear combination of parameters is being
estimated, not whether the estimate is called a least squares ‘‘con-
stant,” “‘mean,” or something else.

Searle, Speed, and Milliken’s use of the concept of “marginality”
may be clear, perhaps, when reference is made to some sort of aver-
aging about levels of some classification in a multiway table. How-
ever, if one is interested in estimating the mean of a cell in the table,
the word marginal is misleading. For example, in the two-way classi-
fication with interaction, that is, E(Y;x) = p +a; + B; +v; = R itis
difficult to see how labeling p; “a population marginal mean for ;"
can be meaningful or informative. I disagree with the authors’ state-
ment that the term least squares mean ‘‘carries a strong sense of
marginal mean.” If interaction is present, it can be argued that one
would be interested only in the p;’s and, perhaps, in their least
squares estimates (or “‘least squares means”). Again, marginality has
little relevance here and the term least squares is more informative
than marginal since at least the method of estimation is indicated.

Least squares mean is more general than estimated population
marginal mean. For example, in a two-way classification with inter-
action and filled cells it does not seem sensible to call the estimable
function o; — a; + y; — v+, a population marginal mean. One may
choose to estimate this function by least squares if the covariance
matrix of the errors is scalar, or by generalized least squares other-
wise. The statistical literature has already offered the terms estimable
function and best linear unbiased estimate (BLUE) of such a func-
tion. Let’s stay with this latter unambiguous terminology!

Daniel Gianola

Department of Animal Science
University of Illinois

Urbana, IL 61801
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REPLY

Gianola’s letter illustrates the confusions that shroud the term
“least squares mean” (hereafter denoted by Ism). Statisticians have
never felt a need for the concept involved, and it is only the appear-
ance of Ism as a label on output from the SAS GLM statistical com-
puting package that has prompted the need for an adequate statistical
description. Basically, Ism denotes a least squares estimate of a linear
combination of parameters. But, and it is an all-important *“‘but,”
until our paper, there has been no definition of what that linear
combination is. Furthermore, this lack of definition has been mis-
leadingly aggravated by using the name of an estimation method
(least squares) as part of the name of the up-to-now undefined para-
metric concept. What the paper does is to provide (a) in the spirit of
the apparent meaning of an Ism, a definition of which linear functions
of the parameters of a linear model may sometimes be of interest, (b)
a name for those functions indicative of their meaning (a property of
any good name), and (c) a discussion, with examples, of when those
functions are estimable and when they are not, since only when a
function is estimable can it be estimated uniquely by the correspond-
ing best linear unbiased estimator (BLUE).

The crux of this procedure is (a): defining appropriate linear func-
tions of parameters. And this is the very aspect of the Ism that has
heretofore been ignored, and that has therefore left Ism outside the
general body of theory of linear models. For example, careful reading
of Harvey (1960), which Gianola refers to twice, reveals at least three
places where the definition of Ism is touched on (using a; here in place
of Harvey’s a,):

(i) “the Ism, i + & " (on p. 5, for the one-way classification).
(ii) ““Estimates of the u + «,, the Ism for A -classes’ (on p. 39, for
the two-way classification without interaction).
(iii) “The Ism for the classes of A ... are i+ &, (on p. 58,
for the two-way classification with interaction, E(y;)=
'.L+(11 + B/ + ‘YII)'

These quotes illustrate the confusion associated with the name Ism.
Sometimes (as in (i) and (iii), and in output from SAS HARVEY) it
refers to functions of solutions to normal equations, and sometimes
(as in (ii)) it refers to functions of parameters. Output from SAS
GLM uses it both ways. And, although SAS GLM sometimes de-
scribes an Ism as nonestimable, nowhere else have we seen, prior to
our paper, any mention of the estimability of an Ism. For example, all
three of (i), (ii), and (iii) give the impression of defining the Ism for
the ith A-effect as p + o,. This is fine for (i) the one-way classi-
fication, where p + a, is estimable. It is also estimable in (ii) if the B;’s
are defined to satisfy 3_ 8, = 0 (a S-restriction); and it is estimable in
(i) provided there are also no empty cells in the ith level of the
A-factor and provided the B;’s and v;’s are defined to satisfy
2,';,[3, =0and 2:;,7,, = 0. Thus what might appear to be a uniformly
applicable definition is in reality confounded by different conditions
for different models, insofar as estimability is concerned. The defini-
tion of our paper avoids this, it includes the three cases implicit in (i),
(ii) and (iii), it reveals weaknesses therein, it applies to more general
cases, and it provides a general understanding of the inherent con-
cept. :

For example, in (ii), the parametric function being estimated is
actually

p+o, + 2B;/b. )

j=1

Since (1) is estimable, its BLUE exists and is obtainable from any set
of solutions ", of, and B! to the normal equations whether 2B} =0
is satisfied or not. Furthermore, no matter what solutions B; are used,
defining the B;’s to satisfy S, =0 is only game-playing; it is not a
necessary condition for estimating (1), and the resulting BLUE is the
BLUE of . plus o, plus the mean of the B,'s in the data. The same sort
of thing is true for (iii):

pta +2 (B +v,)b )

j=1

is an estimable function provided there are data in every B-class in the
ith A-class (i.e., no empty cells in that A -class).

Gianola is at complete liberty to disagree with our idea of marginal
mean, but in doing so he chooses to deny hard facts: for the model
without interaction, (1) is exactly the marginal mean of E(y,) for the
ith A-class. The idea of marginality is therefore inherent in the (here-
tofore unstated) ideas of the Ism. What else could it possibly be
conceived as? This being so, and because (as already explained) the
name Ism is an anachronism in its involving the name of an estimation
method as part of the name for a function of parameters, it seems
appropriate to have a name that incorporates this basic concept,
namely that of a population marginal mean; ergo, the name PMM.

Not only is least squares totally inaccurate as part of the name for
a parametric function, but Gianola’s suggestion that “‘at least the
method of estimation is indicated” is redundant because this is the
only method of estimation usually associated with linear models.
“Least squares” is therefore both wrong and unnecessary for naming
a function of parameters.

We would agree that a PMM for v, in the model E(y,)=
p+a; + B; +-y; is not very informative. But since it is generated as
computer output by SAS GLM it warrants explanation, and as such
it is totally consistent with our definition of PMM. Furthermore,
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in models with more than two factors, such as E(yu) =
pta; +B;+v+d of (6.14) of the paper, PMM(3;) =
pn+a +B; + v +8; is well defined, is part of the general definition of
PMM, and may be useful in some circumstances.

Gianola’s last paragraph is very confusing. Since Ism has no firm
definition, how can it be described as more general than a PMM? By
his own admission this cannot be so because Ism provides ‘‘estimates
of estimable functions except for functions involving interactions
associated with empty cells.” In contrast a PMM is always defined;
it may, of course, not always be estimable. And the example
a; —o;, +y; — 7, is a complete non sequitur; no one has ever sug-
gested that such a thing be called an Ism or a PMM. The only part of
this last paragraph of the letter that merits attention is its penultimate
sentence. Estimable functions are well defined, as are their BLUE's.
And PMM’s are particular linear combinations of parameters that are

sometimes of interest: in some cases they are estimable, with corre-
sponding BLUE’s. And sometimes they are not estimable.

S.R. Searle
Biometrics Unit
Cornell University
Ithaca, NY 14853

F.M. Speed
Speedman Oil Inc.
Corpus Christi, TX 78415

G.A. Milliken
Department of Statistics
Kansas State University
Manhattan, KS 66506

PUBLICATION POLICY FOR ARTICLES IN
THE AMERICAN STATISTICIAN

General

The American Statistician attempts to publish articles of general
interest to the statistical profession. These articles should be timely
and of sufficient generality to appeal to large numbers of readers.
Articles should ordinarily be of an expository, not highly technical
nature. The following list illustrates topics that would be appropriate:

1. Important current national and international statistical problems
and programs.

2. Public policy matters of direct interest to the statistical profession.

3. The training of statisticians and education in statistics.

4. General discussions dealing with developments affecting statistical
practice.

5. Short papers on the history of statistics and probability.

6. Teaching of statistics, including classroom matters, curriculum,
and program development.

7. Nontechnical or tutorial state-of-the-art surveys of the discipline.

Expository Papers

The Editorial Board is particularly desirous of attracting general
expository articles on topics of current importance to the statistical
community. Such articles should be particularly styled for our general
readership and should be authoritative and well researched. Authors
with plans for possible expository papers are urged to communicate
with the Editor with an outline or draft of the proposed article.

The Teacher’s Corner

“The Teacher’s Corner” department primarily carries articles and
notes of interest to teachers of the first mathematical statistics course
and of applied statistics courses. To be suitable for this section, arti-
cles and notes should be useful to a substantial number of teachers of
such a course or should have the potential for fundamentally affecting
the way in which the course is taught. Within this framework, appro-
priate topics include new and unique approaches to curriculum devel-
opment, course organization, and original technical contributions
useful in the teaching of particular statistical concepts.

In addition, this department includes the “Accent on Teaching
Materials” section, in which are published announcements and select-
ed reviews of teaching materials of general use to the statistical field.
See the section heading for additional information.

Statistical Computing

In this department, The American Statistician publishes non-
technical articles about statistical computing for the general read-
ership. These should be relevant to statistical practice or statistical
teaching. This section also includes announcements of “New Devel-
opments in Statistical Computing.” See the section headings for addi-
tional information.

Commentaries and Letters to the Editor

Commentaries and letters on matters of interest to the statistical
profession will be considered. They should be concise; when neces-
sary the Editorial Board may require a shorter version.

SUBMISSION POLICY

The Editorial Committee welcomes the submission of manuscripts
for possible publication. Four copies, double-spaced, of all material
(including Letters to the Editor) should be sent to the editor, Pro-
fessor Gary G. Koch, Department of Biostatistics, School of Public
Health, University of North Carolina, Chapel Hill, NC 27514. Alter-
natively, authors may submit three copies directly to an Associate
Editor and send an additional copy of the manuscript and cover letter
to the Editor. All decisions concerning publication, however, are still
made by the Editor. Manuscripts should follow the Style Guide pub-
lished in the August 1977 issue of The American Statistician. Addi-
tional copies are available from the ASA office. Manuscripts will not
be returned. Articles published are subject to a voluntary page charge
of $40 per printed page. Payment of this page charge is not a prereq-
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