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Introduction

● Overview
○ Client: Dr. Vincent Aleven, HCI Institute, CMU

○ In Intelligent Tutoring Systems, data about students, assessments, learning, etc is 
logged. 

○ The project aims to investigate whether prerequisite relations among math topics can 
be detected in log data. 

● Questions to be addressed
○ Test whether topic/skill/unit A is prerequisite for B 

○ What metrics of learning and performance?

○ At what level of granularity?
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Data

● 3 Workspaces (Grade 7, 500 Students)

○ A = “Analyzing Models of Two-Step Linear Relationships”

○ B = “Modeling Two-Step Expressions”

○ C = “Using Scale Factor”

● Content in A (and presumably KCs in A) are a prerequisite for (presumably KCs in) B

● C is prior to both A & B, and we have no reason to think that C is a pre-req for A or B.

● “MATHia Course 2 (Grade 7) - All Data 2019-2020” (Randomly Selected 500 students, more 

KCs)
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Data

● Take A as an example

○ 43039 rows, 28 columns 

○ 500 Students, 7 unique KCs

○ 97 Unique problems, 6 Unique steps
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Data

● Knowledge Components 
○ interpret scenario with words

○ interpret scenario with numbers

○ match _slope expression with description.

○ match _indep expression with description.

○ match _dep expression with description.

○ match _intercept expression with description.

○ match _linear-term expression with description.
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EDA

● Student’s first attempt 

○ Correct → 1

○ otherwise → 0 

● Example: 

○ KC1: match_intercept expression with description

○ KC2: match_linear-term expression with description
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EDA

Students who got 
KC1 correct 

Students who got 
KC2 correct 

Students who got 
KC2 wrong 

Students who got 
KC1 wrong 

Students who got 
KC2 correct 

Students who got 
KC2 Wrong 

#Students who got KC1 correct & KC2 
wrong/#students who got KC1 correct

Error Rate: 49%

#Students who got KC1 wrong & KC2 
wrong/#students who got KC1 wrong

Error Rate: 51%
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Method - Assistance Score

● For a single student, 
Assistance Score = (# of Wrong Attempts + # of Hints requested) for each step
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Method - Assistance Score
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Method - Assistance Score

Correlation between KC1 and KC2:
0.48
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Method - Gaussian Graphical Models

● Gaussian graphical models is an exploratory analysis tool that provides relationships 
between variables in a study.
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Method - Gaussian Graphical Models

● We have a metric for student performance for all knowledge components.

● Metric we are using currently is Success Rate.
Success Rate = Proportion of correct responses in the first attempt
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Results - Gaussian Graphical Models
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Method & Result - Learning Curve

Logistic Regression

Y: Correct(1), Wrong (0)

X: # attempts
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Next Steps

● A metric for student performance and learning and examining the relationships between 
knowledge components again.

● Working on the relationships identified and finding out prerequisite relations.

● Use more predictors in the logistic regression model.
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Thank you for your time!


