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Abstract

When individuals respond to a survey about illicit drug consumption, they tend

to underreport the amount of drugs they consume. To adjust for underreporting of

marijuana use, researchers multiply the proportion of individuals who reported using

by a constant factor, such as the ONDCP’s 1.3 (Kilmer et al., 2014). Some researchers

have suggested that di↵erent factors should be used for di↵erent groups, but no specific

values have been suggested (Hser et al. (1999), Harrison et al. (2007), Fendrich and

Vaughn (1994)). Although the current adjustments are simple, they do not account

for changes in reporting over time. We determine whether reporting is changing over

time by estimating changes in a quantity that is a proxy for changes in reporting, and

propose a method to update the factors if there are changes in reporting over time. We

used the data from 1979 to 2013 from the United States National Survey on Drug Use

and Health, a nationally representative cross-sectional survey. We used the proportion

of positive responses to the question, “Had you used marijuana by age 25?” across

survey years as our outcome variable, and we estimated it for each survey year and

birth cohort using three steps: 1) generation of synthetic birth cohorts, 2) domain

estimation, and 3) weighted least squares regression. We found significant evidence of

changes in reporting from 1979 to 1991, and no significant evidence of changes from

1992 to 2013. The currently used adjustment should remain, for now. Our results imply

that since reporting did not change in 1992 to 2013, any change in reported marijuana

use is not a product of a change in reporting, but a change in true use. In the future,

if there are suspected changes in stigma, our method provides an inexpensive way to

update the current adjustments. Additionally, our method is generalizable to other

questions of sensitive nature, where stigma may a↵ect reporting behavior.
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1 Introduction

When individuals respond to a survey about illicit drug consumption, they tend to underre-
port the amount of drugs they consume (Wish et al. 1997) primarily due to stigma or social
desirability bias (Fuchs, 2008). In a 2014 report from the O�ce of National Drug Control
and Policy from the United States, Kilmer et al. say, “When surveying respondents about
sensitive behaviors, underreporting is a perennial concern.” Quantifying underreporting is
critical in estimating the prevalence of marijuana consumption, which policy makers need
to know to make decisions about topics as diverse as funding for public health programs,
funding for drug enforcement, and legislation.

Underreporting is common in self-reported surveys on topics as varied as rape and
sexual assault to HIV/AIDS (Kruttschnitt (2014), Harrison and Hughes (1997), Smith et al.
(1999), Conway et al. (1989), Davis and Henderson (2003)). It is particularly common in
surveys about drug use (Harrison and Hughes (1997); Ball (1967), Fendrich et al. (2004),
Johnston and O’Malley (1997), Zullino et al. (2008)). Various authors have estimated the
percentage of respondents that were honest about their marijuana use in self-reports and
have found values ranging from 60% to 87.7% (Harrison et al. (2007), Gettman (2007),
Kilmer and Pacula (2009), Fendrich et al. (2004), Hser et al. (1999), Kilmer et al. (2014)).
These estimates have been translated into adjustments where the percentage of reported
users is multiplied by the adjustment to correct for underreporting and obtain a more
accurate percentage of users (the adjustments for the studies above range from to 1.15 to
1.6).

Although the adjustments provided by previous authors are simple and easy to use to
correct for underreporting, they do not allow for heterogeneities in the sample. This is
problematic because there is heterogeneity in self-reports for di↵erent demographic groups
and types of drugs. For instance, younger respondents tend to overreport marijuana use
while older respondents tend to underreport marijuana use (McAllister and Makkai (1991)
and Kilmer and Pacula (2009)), African Americans are less likely to report their marijuana
use than Whites, Hispanics, and Asians (Fendrich et al. (2004)), and opiate users have
been found to overreport their drug use (Zullino et al. (2008)). Most troubling for today,
however, is the heterogeneities that might arise from changes in reporting over time. The
number of people consuming marijuana has been increasing in recent decades, particularly
in developing countries, according to the United Nations O�ce on Drugs and Crime, World
Drug Report (2008), and changes in prevalence have direct impacts on stigma (CITE),
which is a main driver in underreporting. In the United States, the General Social Survey
from 2014 showed that support for marijuana legalization has been rising since 1990 (see
Figure 1). Thus, it is possible that individuals might be changing the way in which they
report their marijuana use over time, which would imply that the adjustment factors
suggested by the studies mentioned above might be particular to the year in which they were
calculated. Indeed Hser et al.’s 1992 study suggests that underreporting might increase,
but this study only compared two points in time. Until now, no one has estimated trends of
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marijuana reporting over time, which would allow researchers to have di↵erent adjustments
for di↵erent calendar years.
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Figure 1: Results from a General Society Survey. The support for marijuana legalization
has been rising since 1990.

Our main goal was to answer the question: Are individuals changing the way in which
they report their marijuana use in surveys over time? To clarify, our aim was not to
estimate the measurement error (i.e. the di↵erence between the measured value and the
true value), nor to propose using one of the adjustments proposed by previous authors. We
intended to provide updates to all adjustments that could correct for changes in reporting
over time. For this purpose, we examined the stability in reported ever-use of marijuana
by age 25 in the National Survey on Drug Use and Health, a nationally representative
cross-sectional household survey, from 1979 to 2013.

2 Data

The National Survey on Drug Use and Health (NSDUH)5 is a nationwide survey of the
civilian, non-institutionalized members of US households aged 12 and older. NSDUH is
often used by policy makers, so improving its estimates might be useful for writing policy.

From 1971 to 1988 NSDUH was performed at least once every three years, and since
1990 it has been performed every year. Now, it covers the use of illicit drugs, the nonmed-
ical use of prescription psychotherapeutic drugs, the use of alcohol and tobacco products,
the dependence and abuse involving drugs and alcohol, mental health problems, and treat-
ment of substance abuse and mental health problems.6 Since 1991, approximately 70,000

5Before 2002, the National Survey on Drug Use and Health (NSDUH) was called the National Household
Survey on Drug Abuse (NHSDA). The name was changed to reflect some methodology changes.

6At the time of this project, data were available from the 1979, 1982, 1985, 1988, and 1990–2013 collection
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individuals were interviewed every year, and the first five surveys years have fewer than
10,000 respondents. Overall there are 1,067,408 cases available.

The NSDUH is implemented by in-person interviews conducted at the respondents’
place of residence. An interviewer visits each selected residential unit to administer the
interview using a laptop computer. Since 1999, the survey uses a combination of computer-
assisted personal interviewing, conducted by an interviewer to obtain basic demographic
information, and audio computer-assisted self-interviewing for most of the questions. These
methods were introduced in 1999 and replaced paper-and-pencil questionnaires.

The NSDUH employs a multistage (stratified cluster) sample design for the selection
of a representative sample from the population. It oversamples the younger population,
and it provides sampling weights to adjust for unequal selection probabilities at the various
stages of sample selection, including nonresponse.

Nonresponse to this survey is of particular concern because many of the drug-using
behaviors measured have low prevalence in the population and estimations could be severely
biased if nonrespondents are more likely to be users than respondents. Therefore, NSDUH
introduced incentives. In the 2002–2013 surveys, the respondents received $30 USD for
completing the full survey. This improved nonresponse rates as well as the individuals’
decisions to take part in the survey.

For the NSDUH survey from 1979 to 2013, the average weighted interview response
rate was 77.0%. (Note that these response rates reflect the original sample, not the public
use file used in this paper).

3 Methodology

Our method had four steps:

i) imputation of the year of birth variable from the public-use data,

ii) domain estimation to derive the proportion of individuals who reported using by age
25 in each cohort and survey year

iii) stepwise regression with data splitting to select the model with the best fit,

iv) weighted least squares regression to determine changes in reporting over time.

We first we give a heuristic explanation of the methodology and then describe each of
the four steps below. We estimate trends in reported marijuana lifetime-use by age 25 by
tracking birth cohorts and comparing their responses over time. To describe this process,
we refer to Figure 2. For each birth cohort, we compared the fraction of the individuals who
reported use by age 25, out of all the individual in that birth cohort and that survey year.
Because we can observe the same information in each survey, we can compare cohort-specific

years.
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Figure 2: Example of our analysis for one birth cohort. The cohort born in 1974 is tracked
throughout the survey years. In 2000 (after the individuals have turned 25), the survey
shows that 2/4 of the cohort’s members reported using by age 25, in 2001 the proportion
is again 2/4, but in 2002 it is 3/4. We estimate this proportion until 2013 (our latest year
of data). Di↵erences in proportions reflect changes in reporting. We repeat this analysis
for all eligible birth cohorts to obtain the trends in reporting.

responses about marijuana use year to year. The key idea is that since the individual
respondents cannot change the reality about whether they had used marijuana by age 25,
their true use does not change, and any changes seen in the surveys from 2002–2013 must
reflect changes in reporting. If the proportions do not increase, then there are no changes
in reporting over time, and if the proportions increase, then more individuals are reporting
that they used marijuana by age 25 over time.

We ask about marijuana ever-usage by age 25 because 99% of the US population who
used marijuana started doing so before age 25 to prevent having people not remember
correctly the age at which they first used.

3.1 Imputation of the year of birth variable from the public-use data

A key issue that must be accounted for when comparing birth cohorts over time is that the
population of the US is changing. For example, the population has a higher percentage
of immigrants, it is aging as a whole, and some of the respondents from the earlier years
might have passed away in the later years.

To account for these issues, we rely on the sampling weights provided by NSDUH.
These weights reflect the number of people that each respondent represents at the time of
the survey. The calculation of NSDUH person-level weights includes a calibration step that
results in weights that are consistent with population control totals obtained from the U.S.
Census Bureau (SAMHDA, 2014). These controls are based on the most recently available

5



● ● ● ● ● ● ● ● ● ● ● ●

2002 2004 2006 2008 2010 2012

0
20

40
60

80
10

0

Proportion of individuals who used marijuana by age 25 
 (Fictitious example)

Survey year

Pr
op

or
tio

n 
of

 m
ar

iju
an

a 
us

er
s 

(%
)

●
● ●

● ● ● ● ●
● ● ●

●
●

● ●

● ●
●

● ●

● ● ●

●

Adjusted value
True value
Reported value

Figure 3: Ficticious example of adjustments for underreporting changing over time. If
reporting did increase, and the adjustment stayed constant, then the adjusted value would
become worse over time.

decennial census. The Census Bureau updates these control totals annually to account for
population changes after the census. For the analysis weights in the NSDUH surveys from
2002 through 2010, the control totals were derived from the 2000 census data, and starting
with the 2011 survey, the control totals were based on data from the 2010 census.

Another issue that must be accounted for is the changes over time in the likelihood of
being included in our sample cohorts because of nonresponse. This is also accounted for
by using the weights provided by NSDUH.

3.1.1 Using a synthetic cohort approach to track individuals over time

NSDUH is a cross-sectional survey, so it does not track individuals over time. Usually
cross-sectional surveys only contain information about the time at which the survey was
performed. However, NSDUH asks retrospective questions about marijuana use, and this
allows for the comparison of response over time by using the synthetic cohort approach.
Respondents are picked at random from the same population for each survey, so the indi-
viduals vary from year to year. This has the benefit of eliminating individual-specific fixed
e↵ects. However, calculations must be done as proportions of the total sample size by year,
rather than absolute numbers, to account for changes in sample sizes among survey years.
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Verbeek and Nijman 1992 (Verbeek and Nijman, 1992) show that the e↵ects of ignoring
the fact that only a synthetic panel is available is small if the cohort sizes are su�ciently
large (over 100 observations) and if the true means within each cohort have a su�cient
amount of time variation. Our cohort sizes are 951 on average, and the smallest one is 451.
Thanks to its large sample size, NSDUH is an adequate candidate for this synthetic cohort
approach.

To generate our synthetic cohorts, we needed each individual’s year of birth. In order to
protect the confidentiality of the sensitive information in the NSDUH survey, however, the
“year of birth” variable is only provided in the restricted use file, which was not available
for this study. However, NSDUH includes questions about the use of tobacco, alcohol, and
other licit and illicit drugs, and these can be used to obtain a year of birth variable.

NSDUH provides two variables for each of the drugs in the survey, including alcohol
and tobacco: “age of first use” and “year of first use”. On average, from 2002 to 2013, 77%
of the US population reported using at least one substance7, and NSDUH required that
they provide an age of first use for each substance. By using the year of birth, NSDUH
obtained a logically imputed variable for the year of first use. Hence year of birth can be
imputed for most respondents, including all the marijuana users, by subtracting the two
provided quantities:

year of birth = year of first use� age of first use. (1)

The following variables were used to generate the “year of birth” variable: Cigarettes,
cigars, smokeless tobacco, chewing tobacco, snu↵, alcohol, marijuana, cocaine, hallucino-
gens, LSD, PCP, ecstasy, inhalants, stimulants, methamphetamines. The “age of first use”
variables were reported for 99% of the respondents who reported having used the drug.
Once an individual has reported using the drug at some point, the computer software di-
rects the individual to provide a response for the age of first use for that drug. Since the
respondents only get the cash incentive when they have completed the survey, the item
non-response rate is very low.

This method of obtaining “year of birth” by using Equation 1 is accurate up to a one
year di↵erence. It will be o↵ by one year if the respondent’s day of birth comes after the
date in which the respondent first used marijuana. For example, if the responder was born
on 06/01/1987 and first used on 01/01/2000, the respondent was 12 when he first used,
but the calculation 2000�1987 gives 13. On the other hand, if the respondent’s day of
birth comes before the date of first use, the di↵erence yields the correct age of first use. So,
the year of birth variable used by this study is one year higher for half the population, in
expectation. This does not a↵ect the analysis because it is evenly distributed throughout
the population.

The remaining 23% of respondents, i.e. the never-reporters, are excluded from this anal-
ysis. Our assumption is that the never-reporters do not have di↵erent trends in reporting

7This percentage is between 76% and 79% in every survey.
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than the reporters, so excluding them from this analysis does not a↵ect our results.
To verify the validity of this assumption, we determined that at least 90% of the re-

spondents who reported using these drugs had used them for the first time by age 25. This
ensures that the cohort samples that we compare in each survey year are drawn from the
same distribution. If a large proportion of the individuals had used the drugs after age 25,
this would mean that as the birth cohort grows older, we would include individuals who
we had not included in earlier survey years, and thus we would have samples from di↵er-
ent distributions. Thus, any e↵ects seen from making comparisons between these groups
would be confounded with the fact that the groups would be composed of di↵erent types
of people.

3.2 Domain estimation to derive the proportion of individuals who re-
ported using by age 25 in each cohort and survey year

3.2.1 Generating our outcome variable

Our outcome variable is 1 if the person used marijuana by age 25 and 0 otherwise. The
NSDUH survey asks the question, “How old were you the first time you used marijuana
or hashish?” It has been shown that asking about the age of first use yields more reliable
results than asking about the year of first use (Harrison and Hughes, 1997).

From the response to this question and the “year of birth” variable, analysts at NSDUH
calculate a “year of first use” variable, which is available in the public use file. Using this
variable, we generated new indicator variables for the cohorts born in 1955 to 1975.

We chose 1955 to 1975 because before 1955 the sample sizes become smaller than 100
unweighted, and after 1975 the birth year would be too close to our survey period (1975
+ 25 = 2000, and our survey period is 2002–2013). Our outcome variable is the following,
for each individual:

usedbyage25
i

=

(
1 if age of first marijuana use  25

0 if year of first marijuana use > 25 or year of first use is missing.

3.2.2 Domain estimation

We used domain estimation to find our outcome variable. Each domain is a specific cohort
in a specific survey year. Our outcome variable is the proportion of individuals from the
birth cohort who reported using marijuana by age 25, for each survey year. This proportion
is denoted by p

cy

,

p
cy

=

P
i2Population domain

y
i

N
cy

, (2)

where c is the birth cohort, y is the survey year, N
cy

is the number of population units in
cohort c and survey year y. The variable y

i

is defined as follows:
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y
i

=

(
1 if the respondent is in cohort c and survey year y, and reported using marijuana by age 25

0 if the respondent is not in cohort c and survey year y.

x
i

=

(
1 if the respondent is in cohort c and survey year y

0 if the respondent is not in cohort c and survey year y.

Our outcome variable p̂
cy

has the following distribution:

p̂
cy

⇠ N(p
cy

,Var(p̂
cy

)), (3)

where c is the birth cohort and y is the survey year.
A natural estimator of p

cy

is

p̂
cy

=

P
i2Sample domain

y
i

n
cy

, (4)

where n
cy

is the number of sample units in cohort c and survey year y.
We could estimate p̂

cy

simply by using the sample proportion and its standard error.
However, until the sample is drawn, we do not know which individuals in the population
belong to which cohort. That means the number of individuals who fall into each cohort is
a random variable, with unknown value at the moment when the survey is designed (Lohr,
2009). In other words,

SE(p̂) 6=

s✓
N � n

N

◆
p̂(1� p̂)

n� 1
. (5)

If we calculate the variance using the right-hand side of Equation 5, we would be treating
the subset of data in that subpopulation as a new survey. This approach gives the correct
point estimates, but the incorrect standard errors.

3.2.3 Calculating the correct standard errors with domain estimation

To find the correct standard errors, we derived domain means as ratio estimators (Lohr,
2009).

The population ratio p
cy

and its estimator p̂
cy

are given by,

p
cy

=

N

cyX

i=1

y
i

N

cyX

i=1

x
i

=
µ
y

µ
x

, p̂
cy

=

n

cyX

i=1

y
i

n

cyX

i=1

x
i

=
ȳ

x̄
. (6)
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p̂
cy

is a biased estimator of p
cy

because

E(p̂
cy

) = E
⇣y
x

⌘
6= E(ȳ)

E(x̄)
=

µ
y

µ
x

= p
cy

. (7)

However, for large sample sizes p̂
cy

is approximately unbiased because the bias is of the
order O( 1

n

). The sample sizes in our analysis are large (the smallest cohort has sample
size 450, so p̂

cy

is unbiased for the purposes of our study. Additionally, since E(n
cy

) is
large, the variance can be approximated by using a Taylor series expansion on the ratio
p̂
cy

= ȳ/x̄.
In large samples, the bias of p̂

cy

is typically very small relative to its variance, so

Var(p̂
cy

) ⇡ MSE(p̂
cy

) = E
⇥
(p̂

cy

� p
cy

)2
⇤
.

To find the MSE of p̂
cy

we get a Taylor approximation of p̂
cy

� p
cy

. We express p
cy

as a
function of the population totals,

p
cy

=
t
y

t
x

=

P
N

i=1

y
iP

N

i=1

x
i

and p̂
cy

=
t̂
y

t̂
x

=
y

x
.

To calculate the MSE, we Taylor expand p̂
cy

� p
cy

to first order:
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(t̂
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� t
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).

The expectation of the square of p̂
cy

� p
cy

is

Var(p̂
cy

) ⇡ E
⇥
(p̂

cy

� p
cy

)2
⇤
⇡ 1

t2
x


t
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t
x

V (t̂
x

) + V (t̂
y

)� 2
t
y

t
x

Cov(t̂
x

, t̂
y

)

�
.

We then plug in estimators for the unknown quantities to obtain the estimated variance,

dVar(p̂
cy

) =
kX

j=1

V

 
X

i2S
w
i

y
ij

!
+ 2

k�1X

j=1

kX

l=j+1

Cov

 
X

i2S
w
i

y
ij

,
X

i2S
w
i

y
il

!
, (8)

where w
i

are survey weights.
We used Equation 8 to obtain the standard error corresponding to each proportion p̂

cy

in our model.
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Figure 4: Results from the stepwise regression used to select the correct covariates. We
ran the regression backward and forward, and found that the best model was the one from
Equation 9.

3.3 Stepwise regression with data splitting to select the model with the
best fit

3.3.1 Using model selection to find the correct set of covariates

In order to find the correct set of covariates for the model, we ran a stepwise regression in
both directions. Stepwise regression is a semi-automated process of building a model by
successively adding or removing variables from the candidate pool, depending on a certain
criterion. It has the advantage of allowing consideration of more subsets, without the need
for examining all 2k subsets of the variables in the covariate pool.

In this case, we used the AIC criterion, so our code selected the model with the lowest
AIC. It is common to run stepwise regressions in both directions (instead of just forward
or backward) to avoid locating local minima and missing the model with the best fit.
The candidate covariates were the following: survey year, survey year2, survey year3,
factor(survey year), cohort, cohort2, cohort3, cohor·survey year, factor(cohort).

It should be noted that if we had included survey year, cohort, and an interaction
term between the two, the model would have been overfitted and there would have been
no variation. So, we needed to include some combination of the terms determined by a
statistical test.

In order to avoid the optimism of the training error when reducing estimated risk, we
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split the data into two halves at random, ran model selection on one half (train set) and fit
the model on the other half (test set). We did data splitting 10 times and verified that the
model did not change and the coe�cients were essentially equal (i.e. they did not change
signs or vary by more than 0.001 in either direction).

We did not run cross-validation because our sample size of the aggregate model was
252, which would result in very small sample sizes if running a k-fold cross validation, for
example. Our process of splitting the data in half repeatedly essentially simulates cross
validation.

3.4 Weighted least squares regression to determine changes in reporting
over time

3.4.1 Accounting for weights

Since NSDUH is not a simple random sample, we also needed to account for the population
weights in the survey. Let an individual’s weight be w

i

= 1/⇡
i

. Then the estimated
population total is t̂

y

=
P

n

cy

i=1

w
i

y
i

. In ratio estimation, t̂
yp

= t

x

ˆ

t

x

t̂
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= t

x

ˆ

t

x

P
n

cy

i=1

w
i

y
i

. Define

g
i

= t
x

/t̂
x

. Then,

t̂
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n

cyX

i=1

w
i

g
i

y
i

.

The estimator t̂
yp

is a weighted sum of the observations with weights w⇤
i

= w
i

g
i

. The
weight adjustments calibrate the estimates on x, i.e. they force the estimated total for x
to equal the known population total t

x

since

n

cyX

i=1

w
i

g
i

y
i

= t
x

.

If we let u = g
i

P
N

cy

i=1

(y
i

� p
cy

x
i

)2 = g
i

e
i

, then,

V̂ (ū) =

✓
1� n

cy

N
cy

◆
1

n
cy

(n
cy

� 1)

n

cyX

i=1

(u
i

� ū)2 =

✓
1� n

cy

N
cy

◆
s
p̂

2
cy

n

✓
t
x

t̂
x

◆
2

.

This process accounts for the complex survey design (stratification and clustering),
including the proper weighting by the survey (probability) weights. We used the survey

package in R to do these calculations.
By using this methodology, we obtained estimates of the proportions for each screening

cohort. That is, we obtained estimates for the following 45⇥ 12 = 540 proportions:

p̂
cy

,where c = 1955, . . . , 2000, and y = 2002, . . . , 2013.
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3.4.2 Weighted least squares model

After doing model selection, we selected the following model:

p
cy

= �
0

+ �
1

c+ �
2

c2 +
2013X

k=2003

�
k

y
k

+ "
cy

, with weights =
1

bse2
, (9)

where p
cy

is the proportion estimate, c is cohort, y is survey year, and se is standard error
of each estimated proportion. Here, E("

cy

) = 0 and Var("
cy

) = �2

cy

.
This model regresses “whether the individual reported use by age 25” on birth cohort

and survey year. The estimated coe�cients on the survey year variables represent the
changes in reporting marijuana user over time.

We implemented a weighted least squares (WLS) model because weighting each data
point accounts for the complex survey design. Usually, WLS is used to correct for het-
eroskedasticity, or unequal variance over certain covariate. In this case, we use the WLS
approach in a slightly di↵erent way.

Some estimates will be more variable than others due to factors such as changing cohort
sizes and changing stratification and clustering. Thus, using the standard errors that we
found in the domain estimation we can give more weight in our calculations to the data
points that we trust more and less weight to the points we trust less. In other words, the
standard error for each point in our model acts as a placeholder for how much we trust
that data point.

This aggregation allowed us to find an estimate of the consistency of individuals’ re-
sponses over time independent of the individual’s birth cohort. In fact, this model allowed
us to explicitly find an estimate of the e↵ect of belonging from di↵erent cohorts on whether
the individuals’ responses were consistent, which is an estimate of the cohort e↵ect.

3.4.3 Finding the correct standard errors for factor covariates

Including survey year as a factor in the regression gave us flexibility for the e↵ect of survey
year on p

cy

, but when comparing the coe�cient estimates of all survey years, we had to be
careful with the standard errors. Although the e↵ect of survey year 2003 on p

cy

might be
�
0

+ �
4

, the standard error of the e↵ect is not just se(�
0

)+se(�
4

) because the variables are
not independent, and from basic statistics,

V (aX + bY + c) = a2V (X) + b2V (Y ) + 2abCov(X,Y ) 6= V (aX) + V (bY ). (10)

Thus, we obtain the variance-covariance matrix from the model outcome. Let M be the
variance-covariance matrix of the sample coe�cients �. M is a p ⇥ p symmetric square
matrix, where p is the number of coe�cients in the model including the intercept, which
in our case is p = 14. The diagonal values are the variances of the �’s and the o↵-diagonal
values are the covariances of the �0s, Cov(�

i

,�
j

). Thus, from Equation 10, the variances
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of the coe�cients are

V̂ (�
0

) = M
1,1

V̂ (�
3

) = M
3,3

+M
1,1

+ 2 ⇤M
1,3

V̂ (�
4

) = M
4,4

+M
1,1

+ 2 ⇤M
1,4

. . .

V̂ (�
13

)M
13,13

+M
1,1

+ 2 ⇤M
1,13

.

We can then use these to produce confidence intervals at each coe�cient.

3.5 Our assumptions

As a summary, our analysis depends on the following assumptions:

1. The non-responders would not have di↵erent reporting trends than the responders if
they responded (only the trend in reporting over time needs to be the same, not the
use levels).

2. The proportion of those who do use some substance but report no use does not change
as people age.

3. Mortality is uncorrelated with marijuana use, so when we account for changing pop-
ulation this does not invalidate our results.

4. In each survey year the sample from each birth cohort is a representative sample of
the members of the target population in that birth cohort.

4 Results

4.1 Weighted least squares model results

NOTE: THE FOLLOWING IS STILL IN ROUGH DRAFT FORM.
Table 2 shows the results from the weighted least squares regression from Equation 9,

and Figure ?? shows a visual representation of the survey year coe�cients as fitted values.
The first result is that the coe�cients for survey year do not seem to increase, which

contradicts our hypothesis. In fact, it seems that there are two flat levels: the estimates
for 2002–2004 and the estimates for 2005–2013.

The first three years of the survey seem higher than the rest. There was a large design
change in 2005, in which NSDUH changed their clustering from using clusters that they
designed to using census tracts. This design change might have resulted in seeing higher
proportions in the earlier years.
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More careful revision with a Tukey Honest Significance Di↵erence test in Figure 5 shows
that the only year that is significantly di↵erent from all the rest is 2002. The survey from
2012 is also significantly di↵erent from 2003 and 2004. But these are the only proportions
that are statistically significantly di↵erent from each other.

The survey from 2002 was the first one in which NSDUH gave out cash incentives to the
whole sample (that is, to the respondents who filled out the complete survey). It was also
the first survey to include many new questions and to implement improved data collection
quality control procedures. In addition, new population data was available from the 2000
census, so the weights in 2002 are new and di↵erent than the weights in 2001. The survey
might have had “growing pains” that could have caused the 2002 survey to be di↵erent
than the 2003 to 2013 surveys.

In Table 2 it can be seen that the residual standard error is low, which means that
the model has a good fit. The survey year variable was included in the model as a set of
indicator variables, so if we add the estimated coe�cients from the model output to the
intercept, we obtained the fitted proportions p̂

cy

. The unweighed and weighted sample
sizes used in this analysis are shown in table 3.

Figure 6 shows the same result as Figure ??, but disaggregated by birth cohort. The
darker red indicates lower proportions and the lighter yellow indicates higher proportions.
It can be noted that there does not seem to be an increase from left to right, which would
indicate that our hyporthesis was right. There does seem to be a cohort e↵ect in which
earlier cohorts are less likely to report their marijuana use.

4.2 Diagnostic tests for the weighted least squares model

We ran the model in Equation 9 and verified that the regular least squares assumptions
were not violated. Figures 8 and 9 in the Appendix shows our diagnostics plots.

The Q-Q plot shows that the points lie almost exactly on the diagonal line, indicating
that our residuals are approximately normally distributed. The standardized residuals are
pretty evenly distributed in all directions (up, down, right, and left) and about the zero
residual line. There are around seven points outside the boundary lines, but they are evenly
distributed so they do not invalidate the results. Indeed, the results hold if we run the
regression with and without the outliers. The studentized residuals vs. fitted values also
look evenly distributed and are all within the adequate levels, which were adjusted with
the Bonferroni correction. The Cook’s distance shows that no point is near 1, so there are
no significant outliers. The leverage and residuals vs. leverage plots show that there are
no clear outliers. Overall, the diagnostics show that our modeling assumptions hold.

Additional diagnostic plots for the model in Equation 9. The standardized residuals
are evenly distributed when plotted vs. the indicator survey year variables and the linear
cohort variable. The standardized residuals vs. the square and cubic cohort terms are right-
skewed, which would suggest that the outcome variable might need to be log-transformed.
However, when it is log-transformed, the model has a worse fit. Therefore, we left the
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WLS model
(Intercept) 0.38⇤⇤⇤

Survey year 1980 �0.02
Survey year 1991 �0.10⇤⇤⇤

Survey year 1992 �0.14⇤⇤⇤

Survey year 1993 �0.13⇤⇤

Survey year 1994 �0.13⇤⇤

Survey year 1995 �0.12⇤⇤

Survey year 1996 �0.13⇤

Survey year 1997 �0.18⇤⇤⇤

Survey year 1998 �0.14⇤

Survey year 1999 �0.18⇤⇤

Survey year 2000 �0.18⇤⇤

Survey year 2001 �0.17⇤

Survey year 2002 �0.15⇤

Survey year 2003 �0.13
Survey year 2005 �0.14
Survey year 2004 �0.16
Survey year 2005 �0.15
Survey year 2006 �0.19
Survey year 2007 �0.15
Survey year 2008 �0.15
Survey year 2009 �0.19
Survey year 2010 �0.19
Survey year 2011 �0.21
Survey year 2012 �0.19
Survey year 2013 �0.19
poly(birth cohort, 2)1 2.13⇤⇤⇤

poly(birth cohort, 2)2 �0.16⇤⇤⇤

I(age2) 0.00
R2 0.95
Adj. R2 0.94
Num. obs. 260
RMSE 1.03
⇤⇤⇤

p < 0.001,

⇤⇤
p < 0.01,

⇤
p < 0.05

Table 1: Statistical models

16



WLS model
(Intercept) 0.527 ⇤⇤⇤

Survey year 2003 �0.008
Survey year 2004 �0.005
Survey year 2005 �0.024 ⇤⇤⇤

Survey year 2006 �0.030 ⇤⇤⇤

Survey year 2007 �0.032 ⇤⇤⇤

Survey year 2008 �0.019 ⇤⇤

Survey year 2009 �0.031 ⇤⇤⇤

Survey year 2010 �0.030 ⇤⇤⇤

Survey year 2011 �0.036 ⇤⇤⇤

Survey year 2012 �0.042 ⇤⇤⇤

Survey year 2013 �0.022 ⇤⇤⇤

Cohort 0.036 ⇤⇤⇤

Cohort2 �0.004 ⇤⇤⇤

Cohort3 0.000097 ⇤⇤⇤

R2 0.82
Residual standard error 0.0004
Num. obs. 252
⇤⇤⇤

p < 0.001,

⇤⇤
p < 0.01,

⇤
p < 0.05

Table 2: Results from the weighted least squares model in Equation 9. The coe�cients
of the survey year indicator variables all seem to be di↵erent from the 2002 baseline term.
However, the only year that has a significantly di↵erent proportion of reported users is
2002 (see Figure 5).

model as it is in Equation 9.

4.3 Updates to the currently used adjustment

4.4 Sensitivity checks

4.4.1 Choosing “used by age 25” as our outcome variable

If our model yielded significantly di↵erent results if we switched the outcome variable to be
a few years earlier or later (e.g. used by age 23 or 27), this would suggest that our model
is highly dependent to the age 25.

We generated two new outcome variables: “used by age 23” and “used by age 27”,
and ran the model from Equation 9. We verified that the coe�cients on the survey year
indicator variables do not change by more than 0.001 in either direction. This means that
our results are robust to choosing di↵erent ages for our outcome variable.
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Unweighted Unweighted Weighted Weighted percentage
Total respondents in public use file 664,548 2,985,724,671 100%
Avg. respondents per year 55,379 248,810,389 8.3%
Avg. respondents per cohort 941 7,887,460 0.2%

Table 3: Number of respondents per survey. NSDUH oversamples the youth, so the later
cohorts tend to have a larger sample size than the earlier ones.
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comparisons

of survey year
coefficients
(2002-2013)

2002-2003
2002-2004
2002-2005

…

Figure 5: Results from Tukey Honest Significant Di↵erences test. The y-axis is the
pairwise comparison of all the survey years, from 2002 to 2013. The bars that cross the
zero line shows that the estimates for those two years not significantly di↵erent at the 95%
confidence level, and the ones that do not are significantly di↵erent. The 2002 estimates
are significantly di↵erent from the 2005–2013 estimates, and 2012 is significantly di↵erent
from 2003 and 2004. Since 2002 is the first year in which cash incentives were o↵ered for
taking the survey, it is likely that this caused some di↵erences compared to 2003–2013.
Otherwise, there was no significant change in the estimate between years.

5 Discussion

We estimated the consistency of responses about ever-use of marijuana by age 25 over
time in the National Survey on Drug Use and Health and found that responses are indeed
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Table 4: My caption

Year Update to adjustment e.g. If 1.33 was selected in 2000
1979 0.72 0.96
1982 0.74 0.98
1985 0.76 1.01
1988 0.78 1.04
1990 0.80 1.06
1991 0.82 1.09
1992 0.84 1.12
1993 0.86 1.14
1994 0.88 1.17
1995 0.90 1.20
1996 0.92 1.22
1997 0.94 1.25
1998 0.96 1.28
1999 0.98 1.30
2000 1.00 1.33
2001 1.02 1.36
2002 1.04 1.38
2003 1.06 1.41
2004 1.08 1.44
2005 1.10 1.46
2006 1.12 1.49
2007 1.14 1.52
2008 1.16 1.54
2009 1.18 1.57
2010 1.20 1.60
2011 1.22 1.62
2012 1.24 1.65
2013 1.26 1.68
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Proportions of indiv. who reported using marijuana by age 25
 by survey years, birth cohorts, and ages (diagonals)
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Figure 6: Image plot of the proportion of individuals who reported using marijuana by
age 25. The vertical direction shows period e↵ects, the horizontal direction shows cohort
e↵ects, and the diagonal direction shows age e↵ects. There is a clear cohort e↵ect: Later
cohorts report their use less. The lighter spot in surveys 2002–2004 for cohorts 1957–1963
could be due to changes in stratification in 2005. The fact that the colors are similar over
the vertical lines suggests that there is no period e↵ect. That means that individuals have
not changed their reported use between 2002 and 2013, which contradicts our hypothesis.

consistent. In other words, we have shown that individuals from the same birth cohort
were not more likely to report their marijuana use in 2013 than in 2002.

This has three primary implications for policy. First, the current adjustment is adequate
in being constant. Although we do not know whether the adjustments used by various
researchers are correctly inflating the proportions of reported users to get the true number
of users, we know that the adjustment used should be constant in time, at least from
2002 to 2013. Second, we can run our model as a monitoring system to determine if and
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when the adjustment needs to be revised. And third, we have developed a low-cost way
to update the adjustment required to translated reported marijuana prevalence to true
marijuana prevalence. Previously, researchers would need to perform costly physical tests
on the population or extrapolate alcohol and tobacco reporting trends even though these
drugs and marijuana di↵er in many ways. Now, we can find the changes in reporting
cheaply and quickly by using our method. In addition, this method could be adapted to
other drugs. Figure 7 shows a preliminary result of our model application to cocaine data
in the NSDUH survey. It is well documented (Harrison and Hughes, 1997) that stigma
about cocaine use dropped dramatically in the 1980’s. In the early 1980’s using cocaine
was seen as an upper-class behavior, and later crack cocaine was introduced. This caused
cocaine to become a highly stigmatized and lower-class drug.

Our method compares the proportion of individuals who reported using cocaine by age
25. Our method shows that the proportion of individuals who reported using cocaine by
age 25 drops throughout the 1980’s, while accounting for some significant survey design
changes. We pooled 10 birth cohorts to obtain more power (fewer people use cocaine than
marijuana).

Further examination is needed to find trends in reporting other drugs in di↵erent time
periods.
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Figure 7: Preliminary plot of our method applied to cocaine data in 1980–1990 NSDUH.
Our method shows that the proportion of individuals who reported using cocaine by age
1980 drops throughout the 1980’s, despite some significant survey design changes.
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6 Appendix
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Figure 8: Diagnostic plots for the model in Equation 9. The Q-Q plot shows that the
points lie almost exactly on the diagonal line, indicating that our residuals are approxi-
mately normally distributed. The standardized residuals are pretty evenly distributed in
all directions (up, down, right, and left) and about the residuals=0 line. There are around
seven points outside the boundary lines, but they are evenly distributed so they do not
invalidate the results. Indeed, the results hold if we run the regression with and without
the outliers. The studentized residuals vs. fitted values also look evenly distributed and are
all within the adequate levels, which were adjusted with the Bonferroni correction. The
Cook’s distance shows that no point is near 1, so there are no significant outliers. The
leverage and residuals vs. leverage plots show that there are no clear outliers. Overall, the
diagnostics show that our modeling assumptions hold.
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Figure 9: Additional diagnostic plots for the model in Equation 9. The standardized
residuals are evenly distributed when plotted vs. the indicator survey year variables and
the linear cohort variable. The standardized residuals vs. the square and cubic cohort
terms are right-skewed, which would suggest that the outcome variable might need to be
log-transformed. However, when it is log-transformed, the model has a worse fit. Therefore,
we left the model as it is in Equation 9.
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