36-617: Applied Linear Models
Fall 2020
HWO04 — Due Mon Sept 27, 11:59pm

e Please turn the homework in, as a single pdf, online in GradeScope using the link provided on the HW04
assignment page on canvas.cmu.edu, under Assignments. Upload one file per person.

e This week we are discussing Ch 5 of Sheather. Next week we will move on to Ch 6.

e There are four exercises below; each one has “parts”.

Exercises
1. Lety = X8+ ¢, where y = (y1,...,y,)" is an n x 1 column vector, X is an n X (p + 1) matrix whose first column
isall 1’s, 8= (Bo,... ,ﬁ,,)T isa (p + 1) x 1 column vector, and € = (¢,. .., &) ~ N(0, oI is an n x 1 random

column vector, following a multivariate Normal distribution with mean vector 0 and variance-covariance matrix
o1, where [ is the n x n identity matrix.

(a) Use properties of the hat matrix H = X(X” X)~'X” and the multivariate Normal distribution as discussed
in class, to show
& ~ N, (I — Hyo?)
(b) Let H be the hat matrix for the multivariate regression model y = X + € as in part (a), and let H; be the
hat matrix for the intercept-only model y = By + €.

i. Show that the fitted values y for the intercept-only model is an nx 1 column vector, all of whose entries
are y, that is,
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(where the first “=" is the definition of § and the second “="is what I want you to show).

ii. Find a simple expression, in terms of (some or all of) y, I, H and H;, for the sample covariance
o Iem
Cov(y,§) = ;Zizl()’i = NG =)

(Hint: We can rewrite Cov(y,y) = rll(y -2 ($ ), where $ is the column vector of fitted values from
y = XB + € and, abusing notation slightly, y is the column vector in (x) above, i.e. the fitted values
from the intercept-only model y = By + €.)

iii. Continue along the lines of the calculations in part (ii) to show that the sample correlation between y
and y can be written as
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and hence R? for the regression model y = X3 + € really is the squared correlation between y and

Corr(y,y) =

R?* = Corx(y, $)* .

(c) Show that ¢ and  have sample correlation 0, and hence a scatter plot of € vs § should show no increasing
or decreasing trend, when the model y = X8 + € is true.



2. Sheather, Ch 5, pp. 146147, #1.

(a) Develop a regression model to predict LATE from BILL, as requested by Sheather.

(b) Provide a summary of your final model, residual diagnostic plots, etc. Indicate whether you think you have
a good or bad model, and justify your answer from the summaries & plots you have provided.

(c) Is the advertising slogan “Under 60 days or your money back!!!!” a good idea? please choose one of the
answers below, elaborate and justify it:
e Yes!
e No, but if you change the number of days from 60 to —_ days, then the agency won’t lose money on
most cases.

o Can’t really answer the question with the regression model I've created.
3. Sheather, Ch 5, p. 147, #2.

4. [Based on Gelman & Hill (2009), p. 51, #5] The subfolder beauty in the hw04 folder in the “Files” area for our
course on canvas contains data from Hamermesh and Parker (2005) on student evaluations of instructors beauty
and teaching quality for several courses at the University of Texas. The teaching evaluations were conducted
at the end of the semester, and the beauty judgments were made later, by six students who had not attended
the classes and were not aware of the course evaluations. Various documents in the folder give background and
some variable definitions (some variables are defined in the “.log” file there, others’ definitions you will have to
deduce from pdf’s in the subfolder).

(a) Fitaregression model predicting courseevaluation (average student evaluations) from btystdave (the
average of 6 standardized beauty ratings for each instructor) and female. Then fit the same model with
the interaction between btystdave and female added in.

i. Graph each fitted model on a scatter plot of courseevaluation vs btystdave. Indicate clearly in
the graph what the various parameters in the model represent geometrically.

ii. Display the four standard diagnostic plots in R and comment on their features, for each model. N.b. the
interpretation of these plots is exactly the same as it was for simple regression. Comment on whether
the fit seems adequate from the evidence in these plots, for either model. In case there are problems
with the fit, indicate what they are and how you might improve things.

iii. Produce summaries of the two fitted models; comment on the coefficient estimates and their standard
errors, and on R?, for each model Use a partial F test to determine whether the interaction should
be kept. Your comments should include not only technical points (“B” in the “ABA~'" metaphor for
applied statistics from the course syllabus), but also what it means for understanding how factors may
influence course evaluations (“A™'”).

(b) Now what happens when you try to control for other variables by adding them to the better of these two
models (no more interactions, just use additional main effects, for now)? Find the best such model, and
comment on its fit, and the interpretation of the estimated coefficients, using the same tools you used in
part (a). Don’t forget A~ from the “ABA™"" metaphor



