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HW 05 – Anna Mayo 

QUESTION 1 
Building a model – Predicting Classical Ratings 

1a) 

Model choice – what to include? 

Approach*: Building from the authors’ hypotheses (i.e., determining the models based on the theory), I 
start with a model that includes only Instrument; this was predicted to have the strongest effect (Model 1 
– see Table below). I then add voice, which is also expected to influence classical ratings (Model 2). 
Lastly, I add harmony, with referent group = I-V-VI,  for which the authors were unsure of the effect 
(Model 3).  

*I chose this approach relative to an automated forward or backward selection approach to be 
in line with how research in Organizational Behavior is typically done. 

Model comparisons – using the function anova() – demonstrate that Model 3 is best fit to the data (and 
2 fits better than 1). Thus, above and beyond accounting for the instrument, if we account for voice and 
also harmony, we significantly increase our ability to explain variance in the classical ratings. 

Interpretation of results:  

 Instrument: Relative to Guitar, piano and string significantly increase classical ratings. 

 Voice: Relative to ‘contrary’, par3rd and par5th significantly decrease classical ratings. 

Harmony: The category of interest (I-V-VI) leads to significantly higher ratings than three other 
harmonies. 

Regression Table 

  
Note: Estimates shown with standard errors in parentheses. For instrument (Inst), the reference is 
‘guitar’. For Voice, the reference is ‘contrary’. For Harmony (H), the reference is ‘I-V-VI’. 
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1b) 

i) Mathematical hierarchical model with random intercept 

yi = α0j[i] + α1Insti + α2Voicei + α3Harmonyi + εi , εi 
௜௜ௗ
~  N(0, σ2) 

α0j = β0 + ηj , ηj 
௜௜ௗ
~  N(0, τ

2) 

   

As fit in R:  

lmer.Classical<-lmer(Classical ~  Instrument + Voice + Harmony + (1|Subject),data=Ratings, REML=F) 

 

ii) Do we need the random intercept? 

1) Yes – This model has a substantially lower AIC and BIC than the model without random intercepts 
(Model 3 from above) 
 

  
Linear 
model 

Linear mixed‐effects 
with random 
intercept 

AIC  11,230.5  10,468.9 

BIC  11,282.8  10,527.1 

 

2) Yes – using exactLRT() to compare the model with random intercepts to the model without random  
intercepts:  LRT = 763.588, p-value < 2.2e-16 

 

iii) Interpretation of 3 factors: patterns remain the same, and all effects described above remain significant. 
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1c) 

i) Fit of Model with 3 Random Effects: The model with 3 random effects has a lower AIC and BIC than the 
previous models, suggesting it’s a better fit: 

  
linear 
model 

linear mixed‐effects 
with random 
intercept 

linear mixed‐effects  
with 3 random 

effects 

AIC  11,230.5  10,468.9  10,057.5 

BIC  11,282.8  10,527.1  10,127.4 

 
ii) Interpretation of effects 

This model continues to demonstrate the same pattern and significance of fixed effects as before (table 
of fixed effects below). 

Variance components (random effects listed below):  

Instrument: quite meaningful to account for this personal bias. The size of the error variance 
component and that of the variance component accounting for personal biases specific to the 
instrument are quite similar (2.43 vs 2.16, respectively).  

Voice and Harmony: much less, if any bias, around these music features. The variance 
component is reasonably larger than the variance component for a voice personal bias (2.43 vs 
0.43) and even more so for harmony (2.43 vs 0.02). 

Random effects:         Fixed effects: 
 
Groups             Name        Variance Std.Dev 
Subject:Harmony    (Intercept) 0.43285  0.6579   
Subject:Voice      (Intercept) 0.02473  0.1573   
Subject:Instrument (Intercept) 2.16929  1.4729   
Residual                       2.43721  1.5612 
 

   
 

 

 

 

iii) Model:  Math and R code: 

yi = α01j[i]Instrumenti + α02j[i]Voicei + α03j[i]Harmonyi + εi , εi 
௜௜ௗ
~  N(0, σ2) 

α01j = β01 + η01j , ηj 
௜௜ௗ
~  N(0, ߬଴ଵଶ ) 

α02j = β02 + η02j , ηj 
௜௜ௗ
~  N(0, ߬଴ଶଶ ) 

α03j = β03 + η03j , ηj 
௜௜ௗ
~  N(0, ߬଴ଷଶ ) 

lmer.Classical.3RandInt<-lmer(Classical ~  Instrument + Voice + Harmony + (1|Subject:Instrument) + 
(1|Subject:Voice) + (1|Subject:Harmony), data=Ratings, REML=F) 
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QUESTION 2 

Covariates 

2a)  

Which covariates to include? 

Approach: I started with what I view as factors that I anticipate will affect the extent to which a person 
rates a stimulus as Classical (Model 1 in table below). I then culled down, removing factors not 
significant at p < .05. 

Final Model: Factors include Instrument, Voice and Harmony, as well as:  

Selfdeclare  Are you a musician? (1-6, 1=not at all) 
OMSI   Score on a test of musical knowledge  
PachListen  How familiar are you with Pachelbel's Canon in D (0-5, 0=not at all) 
 

 

2b) 

Which random effects? 

 Code in R for mixed-effects models 

lmer.Classical.Cov.RI <- lmer(Classical ~    # mixed-effects model  
     Instrument + Voice + Harmony + Selfdeclare +   # with random intercept 
     OMSI + PachListen + (1|Subject), 
     data=Ratings, REML=F)  

 
lmer.Classical.Cov.3RE <- lmer(Classical ~    # mixed-effects model 
     Instrument + Voice + Harmony + Selfdeclare +   # with 3 random effects 
     OMSI + PachListen + (1|Subject:Instrument) +  
     (1|Subject:Voice)+ (1|Subject:Harmony), 
     data=Ratings, REML=F) 
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Model Comparisons: The final model with 3 random effects is best fit to the data as its AIC and BIC are 
lower. This is in line with what we found for models without covariates.  

  
linear 
model 

linear mixed‐effects 
with random 
intercept 

linear mixed‐effects 
with 3 random 

effects 

AIC  10920.14 10201.6 9788.5 

BIC  10989.71 10277.0 9875.4 

 

2c) 

Interpretation 

- The main factors continue to influence classical ratings in the same way as above 
- The more a person self-declares him/herself a musician, the lower the ratings (B = -.325, p < .01)  
- The higher the OMSI score of music knowledge, the higher the classical ratings (B = .001, p < .05)  
- Familiarity with Pachelbel's Canon no longer influences classical ratings (B = .124, ns) in this model 

with random effects to account for personal biases in responses to the instrument, voice and harmony  

Output: 

Random effects: 
 
 Groups             Name        Variance Std.Dev. 
 Subject:Harmony    (Intercept) 0.44936  0.6703   
 Subject:Voice      (Intercept) 0.02297  0.1516   
 Subject:Instrument (Intercept) 2.10150  1.4497   
 Residual                       2.40223  1.5499 
 
Fixed effects: 
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QUESTION 3 

Interactions 

I built on the model from Question 2, but I removed the variable Selfdeclare from the model, adding in its place 
the dichotomized version and its interaction with all other predictors. The output is below. My interpretation of 
the interaction terms are as follows: 

- Harmony x Musician 

o The interaction terms are significant, suggesting that self-declaration as a musician impacts the 
random effect of harmony. Specifically: 
 On average, hearing I-V-VI leads to higher ratings than when the other harmonies are 

heard  
 However, when someone self-describes him/herself as a musician, the difference between 

the effect of I-V-VI on ratings and the effect of the other harmonies on ratings diminishes 
- No difference depending on whether a person self-describes as a musician for the effects of: 

o Instrument, Voice, OMSI, PachListen  

Random effects: 
  Groups             Name        Variance Std.Dev. 
  Subject:Harmony    (Intercept) 0.36393  0.6033   
  Subject:Voice      (Intercept) 0.02286  0.1512   
  Subject:Instrument (Intercept) 2.14510  1.4646   
  Residual                       2.40117  1.5496  
 
Fixed effects: 

 

Average effects of 

these harmony levels 

relative to the 

referent group: I‐V‐VI 

Effect of Harmony on 

the random effects 
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 QUESTION 4 

Predicting Popular Ratings 

4a) 

Influence of main factors 

i) Compare OLS to HLM with a random intercept (Model 2), and HLM with 3 random effects (Model 
3). Note that the influence of the main factors changes across models – The role of Voice is picked 
up once random effects are included. 
 

 
 
 

ii) Select a model: Based on the substantial drop in AIC and BIC seen in model 3, I choose that model. 
 

iii) Interpret the influence of the main factors (based on Model 3 in the above table): 
a. Instrument: Guitar is associated with significantly higher Popular ratings than piano and string 
b. Voice: Contrary Motion is associated with significantly lower Popular ratings than Parallel 3rds, 

or Parallel 5ths 
c. Harmony: The referent group is associated with significantly lower Popular ratings than I-IV-V 

and I-V-IV, but is not associated with ratings significantly different from ratings when the 
harmony is IV-I-V 
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4b) 

Covariates and interpretation 

I started with the following covariates I expected might be related to popular ratings: OMSI, PachListen, 

ConsInstr, ConsNotes, CollegeMusic. 

I then manually removed the smallest, non-significant effect one at a time until the remaining covariates were 
significant (essentially a manual backwards stepwise approach). The only significant covariate was Selfdeclare: 
the more participants identify as a musician, the higher their Popular ratings. 

 

 

4c) (next page) 
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4c)  

Interactions 

For this, I remove Selfdeclare from the model and instead use the dichotomized version of the variable.  

Interpretations: 

- Instrument: On average, guitar 
continues to appear to be associated with 
significantly higher Popular ratings than 
string instruments (Bstring = -2.7, p < .001) 
or the piano (Bpiano = -1.0, p < .001). 
Identifying as a musician does not 
significantly affect the differences in 
ratings of guitar versus string or guitar 
versus piano. 
 

- Voice: When including an effect of 
musician on the random intercept of voice 
(i.e., the interaction term of 
Voice*Musician), the effect of voice is 
washed out and not significant. There is no 
average effect of Parallel 3rds, or Parallel 
5ths, compared with Contrary Motion, nor 
does whether or not a participant identifies 
as a musician influence the difference in 
ratings across those levels. 

 
- Harmony: On average, there is not a significant difference in the ratings of the harmony referent 

category (I-V-VI) and the other three categories. However, when a participant identifies as a musician, 
there is a difference such that the referent category (I-V-VI) is rated as less popular than the other three 
categories (BI-IV-V*Musician = 1.14, p < .001; BI-V-IV*Musician = 1.38, p < .001; BIV-I-V*Musician = 0.98, p < .001). 

 

Random effects from the above model: 

Random effects: 
 Groups             Name        Variance Std.Dev. 
 Subject:Harmony    (Intercept) 0.33276  0.5769   
 Subject:Voice      (Intercept) 0.02624  0.1620   
 Subject:Instrument (Intercept) 2.00056  1.4144   
 Residual                       2.48920  1.5777  
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QUESTION 5 
RESULTS 

Classical Ratings 

 Results are based on the model in Question 3; regression results are shown in tables in Question 3. 

Starting with the average effects of the manipulated features of the musical stimuli, I find that, on average, 

stimuli with a piano sound and a string sound receive higher classical ratings than stimuli with a guitar sound (B 

= 1.427, p < .001; B = 3.329, p < .001; respectively). This is, as predicted, the strongest effect on classical 

ratings among the predictors included. Additionally, I find that, on average, stimuli with vocal leading that is 

Parallel 3rds and Parallel 5ths receive lower classical ratings than if the vocal leading is Contrary Motion (B = -

0.383, p < .001; B = -0.349, p < .001; respectively). That is, as predicted, vocal leading affects classical ratings, 

such that Contrary Motion is perceived as more classical than the other forms. Lastly, I find that, on average, 

stimuli with harmonies of the form I-IV-V, I-V-IV, and IV-I-V receive lower classical ratings than that of the 

form I-V-VI (B = -0.469, p < .001; B = -0.525, p < .001; B = -0.501, p < .001; respectively). That is, the 

beginning progression for Pachelbel’s Canon D is perceived as more classical than the three other progressions. 

 Second, I explore the random effects by examining the variance components in the estimated model.  Of 

note is the random effect for instrument. This captures 43% (2.14/2.14 2.40+.36+.02) of the variance. It seems 

there is a substantial amount of variance in how individuals respond to the instrument. The random effects for 

harmony and voice are not as substantial, indicating there may be little to no individual difference in responses 

to harmony and voice. 

 Next, I explore the role of self-identification as a musician. This dichotomous variable does not have an 

average effect on classical ratings. However, it does significantly impact the random effect of harmony (see 

question 3).  

Lastly, I find neither OMSI scores nor familiarity with Pachelbel’s Canon in D affect classical ratings. 

Popular Ratings 

 Results are based on the final model in Question 4; results are shown in Tables at the end of Question 4. 

As seen in the description of result for Question 4, instrument and harmony appear to impact popular ratings (in 

part contingent on whether or not a person identifies as a musician), whereas voice does not appear to impact 

popular ratings. (See Question 4 for detailed description of the results.) 

 In line with the findings for predicting classical ratings, I also find that the instrument variance 

component is comparable to the error variance component, suggesting substantial variance in the person-to-

person responses to instrument. This is less the case for the harmony variance component, and even less so for 

the voice component, suggesting little to no differentiation across people in how they responded to harmony and 

voice.  

  


