
36-617 - Fall 2022 – HW10 Solutions

BJ

2022-12-02

set.seed(1234567890) ## to make a reproducible simulation result

library(arm)
library(ggplot2); theme_set(theme_bw())
library(gridExtra)

library(rstan)
options(mc.cores = parallel::detectCores())
rstan_options(auto_write = TRUE)

library(bayesplot)
library(shinystan)

library(DHARMa)

print_file <- function(filename) {
x <- paste(scan(file=filename,

what="",
sep="\n",
blank.lines.skip = TRUE,
quiet=TRUE),

collapse="\n")
cat(x)

}

Problem 1.
Install and verify the software package Stan and the library rstan, on your personal computer. Instructions
for doing this are appended at the end of this hw assignment. Then run the following short example to verify
that rstan is intalled and working correctly (note that the text string assigned to the variable “model’ ’ runs
over several lines; that’s perfectly OK):
set.seed(1234567890) ## to make a reproducible simulation result

library(rstan)
options(mc.cores = parallel::detectCores())
rstan_options(auto_write = TRUE)
library(ggplot2); theme_set(theme_bw())
library(bayesplot)

text_model <- "
data {
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real y_mean;
}
parameters {

real y;
}
model {

y ~ normal(y_mean,1);
}"

This Stan program is not doing anything Bayesian, it’s just making draws from a normal distribution with
mean=0 and sd=1 (fit) or mean 5 and sd=1 (fit2).

Problem 1(a).
Turn in the output for both print(fit) (or just fit), and summary(fit). Write a sentence or two explaining
the difference between the two outputs (besides a different number of decimal places printed!).
compiled_model <- stan(model_code=text_model,data=list(y_mean=0),chains=0)

## the number of chains is less than 1; sampling not done
fit <- stan(fit=compiled_model,data=list(y_mean=0))
fit2 <- stan(fit=compiled_model,data=list(y_mean=5))

## fit or print(fit)
fit

## Inference for Stan model: bbeee10d20bb93495a9498b5824cef40.
## 4 chains, each with iter=2000; warmup=1000; thin=1;
## post-warmup draws per chain=1000, total post-warmup draws=4000.
##
## mean se_mean sd 2.5% 25% 50% 75% 97.5% n_eff Rhat
## y -0.04 0.02 0.98 -1.93 -0.71 -0.04 0.63 1.86 1536 1
## lp__ -0.48 0.02 0.69 -2.35 -0.62 -0.22 -0.05 0.00 1693 1
##
## Samples were drawn using NUTS(diag_e) at Thu Dec 08 14:51:40 2022.
## For each parameter, n_eff is a crude measure of effective sample size,
## and Rhat is the potential scale reduction factor on split chains (at
## convergence, Rhat=1).
## summary(fit)
summary(fit)

## $summary
## mean se_mean sd 2.5% 25% 50%
## y -0.04261205 0.02493659 0.9774397 -1.928903 -0.7110062 -0.03694378
## lp__ -0.47848265 0.01684413 0.6930562 -2.351296 -0.6210165 -0.21902096
## 75% 97.5% n_eff Rhat
## y 0.63078879 1.8567974589 1536.406 1.001139
## lp__ -0.04948021 -0.0004965297 1692.933 1.000111
##
## $c_summary
## , , chains = chain:1
##
## stats
## parameter mean sd 2.5% 25% 50% 75%
## y -0.006966561 0.9876578 -1.973039 -0.6825558 0.01208248 0.69318011
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## lp__ -0.487270530 0.7146902 -2.355388 -0.6185470 -0.23546790 -0.05524952
## stats
## parameter 97.5%
## y 1.8030643465
## lp__ -0.0003349395
##
## , , chains = chain:2
##
## stats
## parameter mean sd 2.5% 25% 50% 75%
## y -0.1336909 0.9921667 -1.949433 -0.8304396 -0.1457799 0.52342893
## lp__ -0.5006418 0.7150150 -2.236020 -0.6848631 -0.2333959 -0.05505554
## stats
## parameter 97.5%
## y 1.7369456923
## lp__ -0.0006828667
##
## , , chains = chain:3
##
## stats
## parameter mean sd 2.5% 25% 50% 75%
## y 0.02038783 0.9547573 -1.671558 -0.6651583 -0.02263061 0.68167440
## lp__ -0.45553282 0.6295748 -2.195822 -0.6293893 -0.22483936 -0.05404659
## stats
## parameter 97.5%
## y 1.9468808498
## lp__ -0.0008556265
##
## , , chains = chain:4
##
## stats
## parameter mean sd 2.5% 25% 50% 75%
## y -0.05017861 0.9692226 -2.016786 -0.6216174 -0.02536212 0.59628723
## lp__ -0.47048545 0.7093640 -2.479137 -0.5769040 -0.18858462 -0.03668036
## stats
## parameter 97.5%
## y 1.807814594
## lp__ -0.000319429

Here’s a comparison of the two outputs:

• print(fit) just gives a summary of the estimated parameters, se_mean from the Monte Carlo sumual-
tion, the posterior sd, quantiles or the posterior distribution, and n_eff & Rhat values, for the "kept"
part of all the chains, merged together.

• summary(fit) gives the same overall summary, as a two-dimensional array, in the $summary component,
and then in $c_summary it provides a 3-dimensional array containing summaries for each individual
Markov chain that was run (but without the n_eff & Rhat values).

(The two-dimensional array in summary(fit)$summary is convenient for extracting mean, sd, quantiles,
etc. to make CI’s. etc.)

Problem 1(b).
Use commands like those in the appendix (from library(bayesplot)) of lecture 13 to produce and turn in,
for the fitted model fit:
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• Trace plots of y (the variable being simulated) and lp__ (the value of the log-posterior (in this case,
not a posterior but just the normal density) at each simulated value of y).

• Autocorrelation plots of y and lp__.

• A histogram of just y.
library(gridExtra)
g1 <- mcmc_trace(fit)
g2 <- mcmc_acf(fit)
g3 <- mcmc_areas(fit,pars="y")
grid.arrange(arrangeGrob(g1,g2,ncol=2),g3,heights=c(2.5/4,1.4/4),ncol=1)
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Problem 1(c).
Use the extract function to extract simulated values for y from fit and make a qqplot of the values against
the Normal distribution. Is it plausible that the simulated values for y are normally distributed?
sim <- extract(fit)

ggplot(as.data.frame(sim),aes(sample=y)) +
geom_qq() +
geom_qq_line() +
xlab("Normal Quantiles") +
ylab("y (from \"fit\")")

4



−4

−2

0

2

−4 −2 0 2 4
Normal Quantiles

y 
(f

ro
m

 "
fit

")

Yes, given this plot, it’s pretty plausibly that the y’s are normally distributed. There’s just a hint of a deviation
from the normal in the tails (where there’s very little sample size, so it’s hard to say these are “significant”
deviations), but overall the data follow the normal distribution well.

Problem 1(d).
Print out and turn in output from print(fit) and print(fit2). Write a sentence noting any similarities
or differences between them.
fit

## Inference for Stan model: bbeee10d20bb93495a9498b5824cef40.
## 4 chains, each with iter=2000; warmup=1000; thin=1;
## post-warmup draws per chain=1000, total post-warmup draws=4000.
##
## mean se_mean sd 2.5% 25% 50% 75% 97.5% n_eff Rhat
## y -0.04 0.02 0.98 -1.93 -0.71 -0.04 0.63 1.86 1536 1
## lp__ -0.48 0.02 0.69 -2.35 -0.62 -0.22 -0.05 0.00 1693 1
##
## Samples were drawn using NUTS(diag_e) at Thu Dec 08 14:51:40 2022.
## For each parameter, n_eff is a crude measure of effective sample size,
## and Rhat is the potential scale reduction factor on split chains (at
## convergence, Rhat=1).
fit2

## Inference for Stan model: bbeee10d20bb93495a9498b5824cef40.
## 4 chains, each with iter=2000; warmup=1000; thin=1;
## post-warmup draws per chain=1000, total post-warmup draws=4000.
##
## mean se_mean sd 2.5% 25% 50% 75% 97.5% n_eff Rhat
## y 4.96 0.03 0.99 2.96 4.31 4.95 5.64 6.82 1274 1
## lp__ -0.49 0.02 0.69 -2.48 -0.65 -0.22 -0.05 0.00 1849 1
##
## Samples were drawn using NUTS(diag_e) at Thu Dec 08 14:51:50 2022.
## For each parameter, n_eff is a crude measure of effective sample size,
## and Rhat is the potential scale reduction factor on split chains (at
## convergence, Rhat=1).
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Everything is pretty similar for the two outputs, except of course the estimated mean (as either a posterior
mean or a posterior median) is ≈ 0 for fit and it is ≈ 5 for fit2. The posterior quantiles are similarly
shifted by about 5 units.

Problem 1(e).
Use the extract function to extract simulated values for y from fit2 and make a qqplot of the values against
the Normal distribution. Is it plausible that the simulated values for y are normally distributed?
sim <- extract(fit2)

ggplot(as.data.frame(sim),aes(sample=y)) +
geom_qq() +
geom_qq_line() +
xlab("Normal Quantiles") +
ylab("y (from \"fit2\")")
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Again this qq plot is pretty convincing of normality. There’s just a hint of a deviation from the normal in the
tails (where there’s very little sample size, so it’s hard to say these are “significant” deviations). Note that the
y-intercept for the fitted line is now about 5, corresponding to the fact that we are simulating from a N(5, 1)
instead of a N(0, 1) this time.

Problem 2 – Chicks
The ChickWeight data frame is included with R, and you can access it with data(ChickWeight). It has
578 rows and 4 columns from an experiment on the effect of diet on early growth of chicks. The variables
(Columns) are:

• weight: a numeric vector giving the body weight of the chick (gm).

• Time: a numeric vector giving the number of days since birth when the measurement was made.

• Chick: an ordered factor with levels 18 < . . . < 48 giving a unique identifier for the chick. The ordering
of the levels groups chicks on the same diet together and orders them according to their final weight
(lightest to heaviest) within diet.

• Diet: a factor with levels 1, ..., 4 indicating which experimental diet the chick received.
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For most of this exercise we will be working with the model

log(weighti) = α0j[i] + α1j[i] · Timei + ϵi

α0j = β0 + η0j

α1j = β1 + η1j

ϵi
iid∼ N(0, σ2)

η0j
iid∼ N(0, τ2

0 )

η1j
iid∼ N(0, τ2

1 ) ,

where i is the observation number and j is the Chick number1. You will have to convert Chick from a factor
variable to a numerical variable, to work with stan().

Problem 2(a)
In the same folder as this assignment sheet there is a file chicks.stan with most of the program already
written, but the model section left blank. Fill in the blank model section2 and get the program to run using
library(rstan), taking at least 500 MCMC steps per chain3, and accepting the other stan() defaults, so
that you end up with at least 1000 “good” MCMC samples from the four Markov chains produced. Turn in:

• The completed stan program chicks.stan.

• A printout of the fitted stan object but including only the lines for β0, β1, τ0, τ1, and σ.

(You are free to use lmer() to estimate the corresponding multi-level model, to make sure you are on the
right track, but please don’t turn in any lmer() code or output for this part of the exercise.)
data(ChickWeight)

## str(ChickWeight)

Since the Level 1 mean mu[i] <- a0[Chick[i]] + a1[Chick[i]]*Time[i] and the random intercept a0[j]
<- b0 + eta0[j] and slope a1[j] <- b1 + eta1[j] are already defined in the transformed parameters
block, all we need to do in the model block is specify

• Level 1: distribution (likelihood) for y:

for (i in 1:N) {
y[i] ~ normal(mu[i],sigma);

}

• Level 2: distributions of the η’s:

for (j in 1:J) {
eta0[j] ~ normal(0,tau0);
eta1[j] ~ normal(0,tau1);

}

• Priors for all the free parameters (fixed effects and sd’s):

b0 ~ normal(0,1e6);
b1 ~ normal(0,1e6);
sigma ~ uniform(0,50);
tau0 ~ uniform(0,50);
tau1 ~ uniform(0,50);

1Also note that in this model we are just letting ρη0,η1 = 0, to make the stan() coding less complicated.
2You should not have to change any of the code already in the file; just add to it. However if it is easier for you to change

some of the code in the file, that is fine too.
3If you need to take more steps to get convergence to the stationary distribution, that is fine.
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The final, complete stan program looks like this:
print_file("chicks.stan")

## data {
## int N; // # observations
## int J; // # chicks
## real weight[N];
## real Time[N];
## int Chick[N]; // needs to be integers, not a factor variable
## }
##
## transformed data {
## real y[N];
## y <- log(weight);
## }
##
## parameters{
## real b0;
## real b1;
## real eta0[J];
## real eta1[J];
## real<lower=0> sigma;
## real<lower=0> tau0;
## real<lower=0> tau1;
## }
##
## transformed parameters {
## real mu[N];
## real a0[J];
## real a1[J];
## for (j in 1:J) {
## a0[j] <- b0 + eta0[j];
## a1[j] <- b1 + eta1[j];
## }
## for (i in 1:N) {
## mu[i] <- a0[Chick[i]] + a1[Chick[i]]*Time[i];
##
## }
## }
##
## model {
## // Level 1
## for (i in 1:N) {
## y[i] ~ normal(mu[i],sigma) ;
## }
## // Level 2
## for (j in 1:J) {
## eta0[j] ~ normal(0,tau0);
## eta1[j] ~ normal(0,tau1);
## }
## // Prior distributions
## b0 ~ normal(0,1e6);
## b1 ~ normal(0,1e6);
## sigma ~ uniform(0,50);
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## tau0 ~ uniform(0,50);
## tau1 ~ uniform(0,50);
## }
##
## generated quantities {
## real yrep[N];
## for (i in 1:N) {
## yrep[i] <- normal_rng(mu[i],sigma);
## }
## }

Examining the data block,

data {
int N; // # observations
int J; // # chicks
real weight[N];
real Time[N];
int Chick[N]; // needs to be integers, not a factor variable

}

all of the variables are already in the ChickWeight data frame, except for N, J and a version of Chick that is
an integer, not a factor, variable. Here is code to run the model:
attach(ChickWeight)

chicknum <- as.numeric(Chick)

chickdata <- list(N=length(chicknum),
J=length(unique(chicknum)),
weight=weight,
Time=Time,
Chick=chicknum)

detach()

chickmodel <- stan(file="chicks.stan",data=chickdata,chains=0)

## the number of chains is less than 1; sampling not done
chickresult <- stan(fit=chickmodel,data=chickdata,iter=500)

## Warning: Bulk Effective Samples Size (ESS) is too low, indicating posterior means and medians may be unreliable.
## Running the chains for more iterations may help. See
## https://mc-stan.org/misc/warnings.html#bulk-ess

## Warning: Tail Effective Samples Size (ESS) is too low, indicating posterior variances and tail quantiles may be unreliable.
## Running the chains for more iterations may help. See
## https://mc-stan.org/misc/warnings.html#tail-ess

and here is the printout of the results, for β0, β1, τ0, τ1 and σ:
print(chickresult,pars=c("b0","b1","tau0","tau1","sigma"))

## Inference for Stan model: chicks.
## 4 chains, each with iter=500; warmup=250; thin=1;
## post-warmup draws per chain=250, total post-warmup draws=1000.
##
## mean se_mean sd 2.5% 25% 50% 75% 97.5% n_eff Rhat
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## b0 3.81 0 0.01 3.78 3.80 3.81 3.82 3.84 529 1.00
## b1 0.08 0 0.00 0.07 0.07 0.08 0.08 0.08 285 1.01
## tau0 0.06 0 0.01 0.04 0.05 0.06 0.07 0.09 246 1.02
## tau1 0.02 0 0.00 0.02 0.02 0.02 0.02 0.03 785 1.00
## sigma 0.11 0 0.00 0.10 0.11 0.11 0.11 0.11 1036 1.00
##
## Samples were drawn using NUTS(diag_e) at Thu Dec 08 14:52:31 2022.
## For each parameter, n_eff is a crude measure of effective sample size,
## and Rhat is the potential scale reduction factor on split chains (at
## convergence, Rhat=1).

Problem 2(b)
Use shinystan or bayesplot to generate and turn in the following plots, neatly organized:

• For β0: (i) Histogram of the MCMC draws; (ii) Autocorrelation plot for at least one of the four Markov
chains; (iii) trace plot of all four Markov chains on the same graph, with different colors to indicate the
different Markov chains.

• For β1: the same three things.

• For τ0: the same three things.

• For τ1: the same three things.

• For σ: the same three things.
param <- "b0"
g1 <- mcmc_hist(chickresult,pars=param)
g2 <- mcmc_acf(chickresult,pars=param)
g3 <- mcmc_trace(chickresult,pars=param)
param <- "b1"
g4 <- mcmc_hist(chickresult,pars=param)
g5 <- mcmc_acf(chickresult,pars=param)
g6 <- mcmc_trace(chickresult,pars=param)
param <- "tau0"
g7 <- mcmc_hist(chickresult,pars=param)
g8 <- mcmc_acf(chickresult,pars=param)
g9 <- mcmc_trace(chickresult,pars=param)
param <- "tau1"
g10 <- mcmc_hist(chickresult,pars=param)
g11 <- mcmc_acf(chickresult,pars=param)
g12 <- mcmc_trace(chickresult,pars=param)
param <- "sigma"
g13 <- mcmc_hist(chickresult,pars=param)
g14 <- mcmc_acf(chickresult,pars=param)
g15 <- mcmc_trace(chickresult,pars=param)
grid.arrange(g1,g2,g3,

g4,g5,g6,
g7,g8,g9,
g10,g11,g12,
g13,g14,g15,ncol=3)
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Problem 2(c)
Set y <- log(ChickWeight$weight), and use shinystan or bayesplot to produce graphical posterior
predictive checks (ppc’s) for

• T(y) = mean(y)

• T(y) = sd(y)

• At least one other test statistic T(y) that produces an interesting result.

In addition to the mean and the sd, I tried the min and the max as test statistics (see below). The mean,
sd and min didn’t show any misfit of the model to the data, but you can see that the max of the data is far
outside the distribution of max’s of data simulated from the model (from the posterior predictive distribution).
That is interesting, because it suggests a feature of the data that the model isn’t fitting very well.

Since the max of the real data is lower than the max of the simulated data, it suggests to me that perhaps
log(weight) was too strong a transformation, and maybe something like

√
weight or some other fractional

power would be better. (The fit would have to be much much better for the fractional power, though, since
“log” is so much easier to explain to a client or colleague than a fractional power of weight would be.)
y <- log(ChickWeight$weight)
yrep <- extract(chickresult,pars="yrep")$yrep

g1 <- ppc_stat(y,yrep,stat="mean")
g2 <- ppc_stat(y,yrep,stat="sd")
g3 <- ppc_stat(y,yrep,stat="min")
g4 <- ppc_stat(y,yrep,stat="max")

grid.arrange(g1,g2,g3,g4,ncol=2)
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Problem 2(d)
Now fit the corresponding lmer() model (the parameter estimates should be almost identical to your estimates
from the stan() model). Turn in

• The plot of the conditional residuals for the lmer() model. If the model fits well, these should be
approximately normally distributed.

• The plot of the "uniformized" conditional residuals4 for the lmer() model, using library(DHARMa). If
the model fits, these should be approximately uniformly distributed.

Write a sentence or two identifying and commenting on any suggested improvements to the model, or any
other useful information, that you can see in these plots.
lmer.1 <- lmer(log(weight) ~ Time + (Time|Chick), data=ChickWeight, REML=F)

First I’ll verify that the parameter estimates from lmer() and stan() are about the same...
round(summary(lmer.1)$coef,2)

## Estimate Std. Error t value
## (Intercept) 3.81 0.01 316.08
## Time 0.08 0.00 25.23
VarCorr(lmer.1)

## Groups Name Std.Dev. Corr
## Chick (Intercept) 0.061207
## Time 0.020369 -0.309
## Residual 0.106655
print(chickresult,pars=c("b0","b1","tau0","tau1","sigma"))

## Inference for Stan model: chicks.
## 4 chains, each with iter=500; warmup=250; thin=1;
## post-warmup draws per chain=250, total post-warmup draws=1000.
##
## mean se_mean sd 2.5% 25% 50% 75% 97.5% n_eff Rhat
## b0 3.81 0 0.01 3.78 3.80 3.81 3.82 3.84 529 1.00
## b1 0.08 0 0.00 0.07 0.07 0.08 0.08 0.08 285 1.01
## tau0 0.06 0 0.01 0.04 0.05 0.06 0.07 0.09 246 1.02
## tau1 0.02 0 0.00 0.02 0.02 0.02 0.02 0.03 785 1.00
## sigma 0.11 0 0.00 0.10 0.11 0.11 0.11 0.11 1036 1.00
##
## Samples were drawn using NUTS(diag_e) at Thu Dec 08 14:52:31 2022.
## For each parameter, n_eff is a crude measure of effective sample size,
## and Rhat is the potential scale reduction factor on split chains (at
## convergence, Rhat=1).

. . . and then here are the plots. . .

4We could build these by hand from the stan() model, but DHARMa is faster and less prone to user errors.
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plot(lmer.1) ## "plot" plots conditional residuals for (g)lmer objects.
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The qqplot looks good, though the KS test for uniformity of the "uniformized" residuals is just at the edge of
significance. On the other hand, both residual vs fitted plots suggest that we missed some curvature in the
model; I might try to fix this by adding I(Time^2) or I(Time^2) + I(Time^3) to the model.

14



Problem 3 – Toenails
The toenail data frame comes from the faraway library, and you can access it by

install.packages("faraway")
library(faraway)
data(toenail)

There are 1908 observations from a study comparing two oral treatments for toenail infection. Patients were
evaluated for the degree of separation of the nail. Patients were randomized into two treatments and were
followed over seven visits—four in the first year and yearly thereafter. The patients have not been treated
prior to the first visit so this should be regarded as the baseline. The variables (columns) are:

• ID: ID of patient

• outcome: 0=none or mild separation, 1=moderate or severe

• treatment: the treatment A=0 or B=1

• month: time of the visit (not exactly monthly intervals hence not round numbers)

• visit: the number of the visit

For most of this exercise we will be working with the model

outcomei ∼ Bernoulli(pi)
logit(pi) = α0j[i] + α1j[i] · monthi + β2 · treatmentj[i]

α0j = β0 + η0j

α1j = β1 + η1j

η0j
iid∼ N(0, τ2

0 )

η1j
iid∼ N(0, τ2

1 )

where i is the observation number and j is the patient ID number5. Note that there are some skips in the ID
number sequence in the data set; it would be simplest for working with stan() to convert these ID numbers
to successive integers with no skips. (Note that σ is missing from this model—why?)

(There is no σ in the model since the likelihood is Bernoulli, not normal, and for the Bernoulli, once you
know the mean µi = pi, you also know the SD =

√
pi(1 − pi).)

library(faraway)

data(toenail)
str(toenail)

## 'data.frame': 1908 obs. of 5 variables:
## $ ID : int 1 1 1 1 1 1 1 2 2 2 ...
## $ outcome : int 1 1 1 0 0 0 0 0 0 1 ...
## $ treatment: int 1 1 1 1 1 1 1 0 0 0 ...
## $ month : num 0 0.857 3.536 4.536 7.536 ...
## $ visit : int 1 2 3 4 5 6 7 1 2 3 ...
## You can see where the skips are in the ID numbers by doing this :
##
## diff(sort(unique(toenail$ID)))
##
## (if there were no skips you would see all 1's in the output of this command)

5Also note that in this model we are just letting ρη0,η1 = 0, to make the stan() coding less complicated.
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## ...and a very simple way to renumber the ID numbers so there are no skips is this:
ID.new <- factor(toenail$ID)
ID.new <- as.numeric(ID.new)

## You can verify that things line up correctly with
##
## View(cbind(toenail$ID,ID.new))

Problem 3(a)
In the same folder as this assignment sheet there is a file toenails.stan with the parameters and transformed
parameters sections left blank. Fill in the blank sections6 and get the program to run using library(rstan),
taking at least 500 MCMC steps per chain7, and accepting the other stan() defaults, so that you end up
with at least 1000 “good” MCMC samples from the four Markov chains produced. Turn in:

• The completed stan program toenails.stan.

• A printout of the fitted stan object but including only the lines for β0, β1, β2, τ0, and τ1.

Some notes:

• You are free to use glmer() to estimate the corresponding multi-level model, to make sure you are on
the right track, but please don’t turn in any glmer() code or output for this part of the exercise. Note
that, even if you have done everything right the magnitudes of the glmer() estimates may not agree
very well with the magnitudes of the stan() estimates; see part (d) below also.

• You will struggle to get a "great" run from stan() on this model. If you can get a run where most
or all of the difficulties are in yrep, that will be good enough: the various convergence and stability
diagnostics like Rhat don’t really apply to yrep since it is simulated from the posterior predictive
distribution; moreover the discreteness of yrep makes neff less meaningful.

Clearly we have to define all of the parameters in the model block; the only tricky part is knowing what to
put in the parameters block, vs. the transformed parameters block. But we can imitate what was done in
chicks.stan, and what we come up with is this:
print_file("toenails.stan")

## data {
## int N; // number of observations
## int J; // number of patients
## int y[N]; // This should be the "outcome" variable
## // in the "toenail" dataframe, i.e., 0's an 1's
## real month[N];
## int ID[N]; // convert ID in the dataframe to successive integers
## // with no gaps
## real treatment[N];
## }
##
## parameters{
## real b0;
## real b1;
## real b2;
## real eta0[J];
## real eta1[J];

6You should not have to change any of the code already in the file; just add to it. However if it is easier for you to change
some of the code in the file, that is fine too.

7If you need to take more steps to get convergence to the stationary distribution, that is fine.
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## real<lower=0> tau0;
## real<lower=0> tau1;
## }
##
## transformed parameters {
## real logit_p[N];
## real a0[J];
## real a1[J];
## for (j in 1:J) {
## a0[j] <- b0 + eta0[j];
## a1[j] <- b1 + eta1[j];
## }
## for (i in 1:N) {
## logit_p[i] <- a0[ID[i]] + a1[ID[i]]*month[i] + b2*treatment[ID[i]];
##
## }
## }
##
## model {
## for (i in 1:N) {
## y[i] ~ bernoulli_logit(logit_p[i]) ;
## }
## for (j in 1:J) {
## eta0[j] ~ normal(0,tau0);
## eta1[j] ~ normal(0,tau1);
## }
## b0 ~ normal(0,1e6);
## b1 ~ normal(0,1e6);
## b2 ~ normal(0,1e6);
## tau0 ~ uniform(0,50);
## tau1 ~ uniform(0,50);
##
## }
##
## generated quantities {
## real yrep[N];
## for (i in 1:N) {
##
## yrep[i] <- bernoulli_logit_rng(logit_p[i]);
## }
## }

Now, consulting the data block to see what goes in the data list for stan(), we can use the following code to
make a stan run:
attach(toenail)

ID.new <- factor(ID)
ID.new <- as.numeric(ID.new)

toedata <- list(N=length(ID.new),
J=length(unique(ID.new)),
y=outcome,
month=month,
ID=ID.new,
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treatment=treatment)
detach()

toemodel <- stan(file="toenails.stan",data=toedata,chains=0)

## hash mismatch so recompiling; make sure Stan code ends with a blank line

## the number of chains is less than 1; sampling not done
toeresult <- stan(fit=toemodel,data=toedata,iter=500)

## Warning: There were 3 chains where the estimated Bayesian Fraction of Missing Information was low. See
## https://mc-stan.org/misc/warnings.html#bfmi-low

## Warning: Examine the pairs() plot to diagnose sampling problems

## Warning: The largest R-hat is NA, indicating chains have not mixed.
## Running the chains for more iterations may help. See
## https://mc-stan.org/misc/warnings.html#r-hat

## Warning: Bulk Effective Samples Size (ESS) is too low, indicating posterior means and medians may be unreliable.
## Running the chains for more iterations may help. See
## https://mc-stan.org/misc/warnings.html#bulk-ess

## Warning: Tail Effective Samples Size (ESS) is too low, indicating posterior variances and tail quantiles may be unreliable.
## Running the chains for more iterations may help. See
## https://mc-stan.org/misc/warnings.html#tail-ess

. . . and the requested estimated parameters are:
print(toeresult,pars=c("b0","b1","b2","tau0","tau1"))

## Inference for Stan model: toenails.
## 4 chains, each with iter=500; warmup=250; thin=1;
## post-warmup draws per chain=250, total post-warmup draws=1000.
##
## mean se_mean sd 2.5% 25% 50% 75% 97.5% n_eff Rhat
## b0 -1.33 0.06 0.81 -3.13 -1.85 -1.25 -0.73 0.04 200 1.00
## b1 -1.56 0.03 0.23 -2.04 -1.70 -1.53 -1.40 -1.19 50 1.05
## b2 -2.23 0.08 1.22 -4.77 -3.00 -2.17 -1.43 -0.02 229 1.03
## tau0 8.26 0.14 1.07 6.53 7.47 8.17 8.96 10.70 55 1.03
## tau1 1.14 0.03 0.17 0.85 1.01 1.12 1.26 1.50 48 1.06
##
## Samples were drawn using NUTS(diag_e) at Thu Dec 08 14:55:45 2022.
## For each parameter, n_eff is a crude measure of effective sample size,
## and Rhat is the potential scale reduction factor on split chains (at
## convergence, Rhat=1).

The stan() result is not super (small n_eff’s and some Rhat’s bigger than 1.1). I could run the stan model
longer (say with iter=1000 or iter=2000 rather than iter=500) to get better Rhat’s. but I’m going to go with
what I already have from stan(); these Rhat’s are OK for just poking around with data and models as we are
doing here.

(I would definitely try a higher number of iterations, and generally do what is needed to avoid warnings and
things, if this were a final run for a formal paper or report!)

Problem 3(b)
Use shinystan or bayesplot to generate and turn in the following plots, neatly organized:
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• For β0: (i) Histogram of the MCMC draws; (ii) Autocorrelation plot for at least one of the four Markov
chains; (iii) trace plot of all four Markov chains on the same graph, with different colors to indicate the
different Markov chains.

• For β1: the same three things.

• For β2: the same three things.

• For τ0: the same three things.

• For τ1: the same three things.
param <- "b0"
g1 <- mcmc_hist(toeresult,pars=param)
g2 <- mcmc_acf(toeresult,pars=param)
g3 <- mcmc_trace(toeresult,pars=param)
param <- "b1"
g4 <- mcmc_hist(toeresult,pars=param)
g5 <- mcmc_acf(toeresult,pars=param)
g6 <- mcmc_trace(toeresult,pars=param)
param <- "b2"
g7 <- mcmc_hist(toeresult,pars=param)
g8 <- mcmc_acf(toeresult,pars=param)
g9 <- mcmc_trace(toeresult,pars=param)
param <- "tau0"
g10 <- mcmc_hist(toeresult,pars=param)
g11 <- mcmc_acf(toeresult,pars=param)
g12 <- mcmc_trace(toeresult,pars=param)
param <- "tau1"
g13 <- mcmc_hist(toeresult,pars=param)
g14 <- mcmc_acf(toeresult,pars=param)
g15 <- mcmc_trace(toeresult,pars=param)

## The graphs are on the next page. You can see that the autocorrelations stay
## pretty large for b1, tau0 and tau1, which is consistent with the small n_eff's
## and large Rhat's we see for those parameters.

grid.arrange(g1,g2,g3,
g4,g5,g6,
g7,g8,g9,
g10,g11,g12,
g13,g14,g15,ncol=3)
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Problem 3(c)
Set y <- toenail$outcome, and use shinystan or bayesplot to produce graphical posterior predictive
checks (ppc’s) for

• T(y) = mean(y)

• T(y) = sd(y)

• At least one other test statistic T(y) that produces an interesting result.

Here are the plots for the mean and the SD. No indications of misfit here. I also tried the min and the max;
nothing interesting there either.
y <- toenail$outcome
yrep <- extract(toeresult,pars="yrep")$yrep

g1 <- ppc_stat(y,yrep,stat="mean")
g2 <- ppc_stat(y,yrep,stat="sd")

grid.arrange(g1,g2,ncol=2)

0.20 0.21 0.22 0.23

T = mean
T(y rep)

T(y)

0.400 0.405 0.410 0.415 0.420

T = sd
T(y rep)

T(y)

As for coming up with one other test statistic, you may have had some creative idea that I didn’t think of, but
here’s my idea:

After some thought, I decided to check to see if there were too many or too few positive residuals in different
ranges of the fitted values p̂i, where pi = P [outcomei = 1]. The idea is this

• Divide the range of fitted values into three groups

– The lower 1/3 of the range of fitted values p̂i

– The middle 1/3 of the range of fitted values p̂i

– The upper 1/3 of the range of fitted values p̂i

• In each group:

– Calculate T (obs) = number of positive residuals (yi − p̂i > 0) in the real data

– For each replicated data set yrep,m, m = 1, . . . M , calculate T (rep,m) = number of positive residuals
(yrep,m

i − p̂rep,m
i > 0) in the mth replicated data set.

– Compare T (obs) to a histogram of T (rep,m)’s, m = 1, . . . M .

If for example there are two many positive residuals in the lower and upper thirds, but too few in the middle
third, that suggests a U-shape for the residuals, and perhaps I would add I(month^2) to the model.

Here is the code to implement this idea, and the resulting plots:
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##### Get the data elements needed

y <- toenail$outcome
## the real data

yrep <- extract(toeresult,pars="yrep")$yrep
## the replicated data sets; each row of this matrix is one replication of y

logit_p <- extract(toeresult,pars="logit_p")$logit_p
## the logits sampled from the posterior distribution again, each row of this
## matrix contains the logits for one replication yrep

p <- invlogit(logit_p)
## the p's used to generate the yrep's each row of this matrix contains the p's
## used to generate Bernoulli draws for one replication yrep

p_hat <- apply(p,2,mean)
## posterior mean estimate of p[outcome=1]

##### now, make the plots...

par(mfrow=c(3,1))

T.num.pos <- function(x) sum(x>0) ## the test statistic

##### Plot for the lower 1/3 of the range of p_hat

lo <- -1e6
hi <- min(p_hat) + (max(p_hat)-min(p_hat))/3
sel <- (p_hat<=hi) & (p_hat>lo)

T.obs <- T.num.pos((y-p_hat)[sel])
T.rep <- apply((yrep-p)[,sel],1,T.num.pos)

hist(T.rep,xlim=c(min(c(T.obs,T.rep)),max(c(T.obs,T.rep))),
main="T=Number of Positive Residuals\n(Lower 1/3 of range of p_hat)",
xlab="T(yrep)")

abline(v=T.obs,col="red",lwd=2)
text(x=T.obs,y=25,labels="T(y)",pos=4)

##### Plot for the middle 1/3 of the range of p_hat

lo <- min(p_hat) + (max(p_hat)-min(p_hat))/3
hi <- min(p_hat) + 2*(max(p_hat)-min(p_hat))/3
sel <- (p_hat<=hi) & (p_hat>lo)

T.obs <- T.num.pos((y-p_hat)[sel])
T.rep <- apply((yrep-p)[,sel],1,T.num.pos)

hist(T.rep,xlim=c(min(c(T.obs,T.rep)),max(c(T.obs,T.rep))),
main="T=Number of Positive Residuals\n(Middle 1/3 of range of p_hat)",
xlab="T(yrep)")

abline(v=T.obs,col="red",lwd=2)
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text(x=T.obs,y=75,labels="T(y)",pos=4)

##### Plot for the upper 1/3 of the range of p_hat

lo <- min(p_hat) + 2*(max(p_hat)-min(p_hat))/3
hi <- +1e6
sel <- (p_hat<=hi) & (p_hat>lo)

T.obs <- T.num.pos((y-p_hat)[sel])
T.rep <- apply((yrep-p)[,sel],1,T.num.pos)

hist(T.rep,xlim=c(min(c(T.obs,T.rep)),max(c(T.obs,T.rep))),
main="T=Number of Positive Residuals\n(Upper 1/3 of range of p_hat)",
xlab="T(yrep)")

abline(v=T.obs,col="red",lwd=2)
text(x=T.obs,y=50,labels="T(y)",pos=2)

T=Number of Positive Residuals
(Lower 1/3 of range of p_hat)

T(yrep)

F
re

qu
en

cy

10 20 30 40 50 60 70 80

0
15

0

T(y)

T=Number of Positive Residuals
(Middle 1/3 of range of p_hat)

T(yrep)

F
re

qu
en

cy

30 35 40 45 50 55 60 65

0
20

0

T(y)

T=Number of Positive Residuals
(Upper 1/3 of range of p_hat)

T(yrep)

F
re

qu
en

cy

290 300 310 320 330 340

0
20

0

T(y)

These plots show interesting misfit, but not the misfit I was expecting. Instead, there are too few positive
residuals in the lower range, about the right number in the middle, and too many positive residuals in the
upper range. That suggests that the residuals have an increasing trend, relative to the fitted model. Since the
residual is yi − p̂i and yi can only be 0 or 1, this says that the model under-predicts the number of cases of
yi = 0 when p̂i is low, and under-predicts the number of cases of yi = 1 when p̂i is high: the data is both
zero-inflated and one-inflated, relative to the model predictions. There may be some other variable that we
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could collect and include in the model, that might help the model to correctly predict these 0’s and 1’.

Problem 3(d)
Now fit the corresponding glmer() model (the parameter estimates should be almost identical to your
estimates from the stan() model). When I did this, I thought that fixed effect estimates from glmer() were
much less plausible than the fixed effect estimates from stan(), which made me trust the stan() results
more. Do you agree? Why or why not?
glmer.1 <- glmer(outcome ~ month + treatment + (month||ID),data=toenail,family=binomial)
## note use of "||" in the random effect notation to force the correlation between eta's
## to be zero, just like the stan() model...

display(glmer.1)

## glmer(formula = outcome ~ month + treatment + (month || ID),
## data = toenail, family = binomial)
## coef.est coef.se
## (Intercept) -12.31 1.22
## month -12.50 1.27
## treatment -0.03 1.54
##
## Error terms:
## Groups Name Std.Dev.
## ID (Intercept) 72.74
## ID.1 month 11.87
## Residual 1.00
## ---
## number of obs: 1908, groups: ID, 294
## AIC = 1024.9, DIC = -766.6
## deviance = 124.1

The glmer() results just aren’t very believable. The intercept is estimated to be β̂0 = -12.31; the corresponding
probability is 1/(1 + exp(−β̂0)) =4.513131 × 10−6 so that, without the random effects, the probability of a good
outcome is essentially zero; β̂1 = -12.5 is just as large, and the treatment effect b̂eta2 = -0.03 is minuscule
and very different from the estimate from stan(). The SD’s of the random effects are huge however (τ̂0 =
72.74 and τ̂1 = 11.87), which suggests to me that the random effects, rather than the fixed effects, are picking
up the interesting variation in pi(outcome = 1) and in the treatment effect.

The estimates of the fixed effects from the stan() model (β̂0 = -1.33, β̂1 = -1.56 and β̂2 = -2.23) and SD’s of
random effects (τ̂0 = 8.26 and τ̂1 = 1.14) are just much more believable.

Problem 3(e)
Turn in

• The plot of the conditional residuals for the glmer() model. If the model fits well, these should be
approximately normally distributied.

• The plot of the "uniformized" conditional residuals8 for the lmer() model, using library(DHARMa). If
the model fits, these should be approximately uniformly distributed.

Write a sentence or two identifying and commenting on any suggested improvements to the model, or any
other useful information, that you can see in these plots (or if you think some or all of the plots are useless,

8We could build these by hand from the stan() model, and we probably should since the stan() results seem more plausible
than the glmer() results, but DHARMa is faster and less prone to user errors; it will be fine for the purpose of just getting used to
using and interpreting DHARMa stuff.
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explain that as well).
plot(glmer.1)
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plot(simres <- simulateResiduals(glmer.1))
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The plot of the conditional residuals is virtually useless, just as we expect for untransformed residuals from a
generalized linear model.

The plots of the uniformized residuals tell a somewhat different story.

In the qqplot on the left, there is some indication that may be a little long-tailed to the right (the plot curves
upward from a straight line), the KS test for whether the “uniformized” residuals really follow the normal
distribution is has a very low p-value (suggesting that the transformed data doesn’t really follow the normal
distribution, as it would if the model fit well), and the dispersion test also has a low p-value, indicating that
the residuals are over-dispersed (this over-dispersion could be related to the 0-inflation and 1-inflation we
discovered with posterior predictive checks [ppc’s]).

In the residuals vs fitted plot on the right, the smooth curves that are supposed to be estimating the horizontal
lines at the 25th, 50th and 75th percentiles, seem to be increasing (rather than horizontal) over most of their
range. This too is consistent with what we discovered with ppc’s.
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