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Abstract

We consider the problem of estimating independent normal means in a sparse scenario.
A non-parametric empirical Bayesian approach is developed. The prior on each mean is a
mixture of an atom of probability at zero and a completely unspecified density for the non-
zero part. An iterative algorithm based on weighted non-parametric kernel density estimate
is developed. The proposed method adapts well to the sparsity of the problem. We apply
this procedure to two very important problems–feature selection and shrinkage for the high-
dimensional (p � N) classification and multiple hypothesis testing scenario. Our simulation
results show very promising results compared to the existing methods.
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