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Abstract

In the past several years a promising approach to private data analysis has emerged, based
on the notion of differential privacy. Informally, this ensures that any outcome of an analysis
is “roughly as likely” to occur independent of whether any individual opts in to, or to opts
out of, the database. In consequence, the specific data of any one individual can never greatly
affect the outcome of the analysis. General techniques for ensuring differential privacy have now
been proposed, and many datamining tasks can be carried out in a differentially private fashion,
frequently with very accurate results.

In this work we explore privacy-preserving parameter estimation. Privacy-preserving statis-
tics would appear to be connected to robust statistics, the subfield of statistics that attempts
to cope with several small errors due, for example, to rounding errors in measurements, as well
as a few arbitrarily wild errors occurring, say, from data entry failures. In consequence, in a
robust analysis the specific data for any one individual should not greatly affect the outcome
of the analysis. It would therefore seem that robust statistical estimators, or procedures, might
form a starting point for designing accurate differentially private statistical estimators, and the
approach based on influence functions is particularly suggestive of differential privacy.

We report here on a successful attempt to instantiate this intuition. We obtain differentially
private algorithms for estimating the data scale, median, a-trimmed mean, and linear regression
coefficients. Our algorithms always ensure privacy. Under mild statistical assumptions they
produce highly accurate outputs, with distortion vanishing in the size of the dataset; however,
when the statistical assumptions fail the algorithm may halt with an output “No Reply.”

Our algorithms follow a new paradigm for differentially private mechanisms, which we call
Propose-Test-Release (PTR). We give general composition theorems for PTR mechanisms.

1 Introduction and Background

1.1 Differential Privacy

Over the last few years a new approach to privacy-preserving data analysis, based on dif-
ferential privacy [8, 5], has born fruit [9, 2, 8, 1, 17, 16, 3, 14]. Intuitively, this notion says
that any possible outcome of an analysis should be “almost” equally likely, independent of whether
any individual opts in to, or opts out of, the data set. Still speaking intuitively, this ensures that
(almost, and quantifiably) no risk is incurred by joining a statistical database.

The key result for our purposes says, informally, that when presented with a query T map-
ping databases to R, differential privacy can be achieved by adding noise proportional to AT
independently to each of the k outputs of T, where AT is the maximum, over all databases D, D’
differing in a single row?, of ||T'(D) — T'(D")||;. The quantity AT is called the Ly sensitivity of T2.

1, /
ie., ||[D—D'|lo=1
2AT is sometimes referred to as the global sensitivity of T, emphasizing that it is a worst-case (over all possible
pairs of neighboring data sets) measure.



The sensitivity of a sequence of queries is bounded by the sum of the sensitivities of the individual
queries (triangle inequality), so we can handle multiple queries by viewing them as a single, higher
sensitivity, query.

This has given rise to the development of low-sensitivity algorithms for various analytical tasks,
such as k-means clustering, singular value decomposition, learning of association rules, mutually
consistent contingency table release, private learning, generation of synthetic data sets, and several
tasks in learning theory [2, 17, 1, 14, 3]. Two remarks are in order.

1. The design of insensitive algorithms can require considerable re-thinking of existing algo-
rithms.

2. Sometimes the outputs will be of low quality. For example, when running the perceptron
algorithm, whether the privacy preserving version in [2] or the standard version, this occurs
whenever no good hyperplane separator exists for the data set in question. In this case there is
no reason to actually produce a separator, and a privacy-preserving algorithm that announced
this fact and failed to produce any other output would not be doing a disservice.

1.2 Statistics and Robustness

In this work we turn to statistics, specifically, parameter estimation, complementing the pre-
vious work on datamining algorithms. The question of sensitivity is a natural one in statistics. The
branch of statistics that focuses on insensitivity to outliers and small errors in data measurement
is robust statistics. As we next explain, robust statistics is to statistics what agnostic learning is to
learning.

A statistic is a quantity computed from a sample (the data set). Much of statistics assumes
the samples are drawn i.i.d. from a distribution F' in a family of distributions F, and tries to
characterize the distribution. For concreteness, think of F as the family of all one-dimensional
normal distributions of the form N(f,1); the goal is to find the mean 6. In contrast, robust
statistics recognizes that in real life even the “best” distribution in F is only an approximation to
the underlying distribution; that is, real life provides at best an approximation to a distribution in
F.

A classical result in statistics shows that the sample mean is the most efficient estimator
of the mean of a normal distribution, under these ideal conditions, signifying that this estimator
converges more quickly than any other as the number of samples increases [10]. On the other
hand, a single very wild data point can move the sample mean arbitrarily. A much more robust
estimator of location is the sample median, which is a better choice when the samples may come
from a distribution that is only close to a normal, or perhaps not normal at all. Moreover, in
our setting statistical efficiency is not a concern, as data are plentiful (we do, however, care about
computational efficiency).

More generally, a robust procedure produces “essentially” the same output independent of
the value of a (small number of) data points. Indeed, this is also the popular intuition: statistics
about a population only are meaningful representations of properties of the population if the results
robust to small changes in the set of people included in a study.

1.3 From Robustness to Privacy: Propose-Test-Release Algorithms

Our hope when beginning this investigation was to base the design of privacy-preserving algo-
rithms for statistics on known robust procedures, allowing us to avoid the re-thinking of standard
algorithms that was necessary in the data mining case (cf. [2]). The robust procedures that we



investigated were indeed excellent starting points, supporting the conjecture that a substantial
amount of the re-thinking of classical estimators needed for ensuring privacy has already been done
by the designers of robust statistics. We demonstrate this with procedures for finding data scale
and location, and for linear regression (five algorithms in all).

One difficulty that we encountered is that in robust statistics the assumption is that there
exists an underlying distribution that is “close to” the distribution from which the data are drawn,
that is, that the real life distribution is a contamination of a “nice” underlying distribution, and
that mutual dependence is limited. The resulting claims of insensitivity (robustness) are therefore
probabilistic in nature even when the data are drawn iid from the nicest possible distribution.
On the other hand, to apply the results of [8], calibrating noise to sensitivity in order to achieve
differential privacy even in the worst case, we must cope with worst-case sensitivity. We address
this by including explicit, differentially private, tests of the sensitivity of our computations on the
given data set. A little more precisely, the algorithms propose a bound on sensitivity, either working
with a default proposal or obtaining the proposal by engaging in preliminary differentially private
computations; they then test the adequacy of the proposed bound, again in a privacy-preserving
fashion. If the responses indicate high sensitivity, the algorithm halts. Since this decision is made
based on the outcome of a differentially private test, no information is leaked by the decision itself.
If the responses indicate the proposed bound is adequate, then the quantity is computed and noise is
added according to a Laplace distribution with parameter depending on the proposal. For obvious
reasons we call this the Propose-Test-Release paradigm.

In this paper, the proofs that our algorithms give privacy will generally be straightforward.
The challenge will be to understand when they also give utility. For this, we rely on robust statistics,
basing our algorithms on robust estimators. Roughly speaking, the proof of robustness involves
showing that if the distribution has certain nice properties then the effect of adding a single arbitrary
data point to a data set consisting of n iid samples from the distribution has, with overwhelming
probability over the samples, a vanishing impact on the statistic. The quantification of “vanishing”
will yield our bound on sensitivity; the statistical nature of the claim (“overwhelming probability
over the samples”) will give us utility in the statistical setting.

High sensitivity of an estimator for a given data set may be an indication that the statistic in
question is not informative for the given data set, as in the bad cases for the perceptron algorithm,
and there is no point in insisting on an outcome. As an example, suppose we are seeking the
inter-quartile range of a data set in order to estimate scale. If the computed inter-quartile range is
highly sensitive, for example, if deleting a single sample would double the statistic, then it is not
an interesting statistic for this data set — it is certainly not telling us about the data set as a whole
— and there is little point in pressing for an answer.

This observation has proved very powerful; for example, it has allowed us to obtain the first
privacy-protective algorithm for finding the median when the range of the data is not known in
advance. To our knowledge, ours are the first privacy-preserving algorithms for all the other tasks.

1.4 Statistica Estimators and The Influence Function

The material in this section is useful for understanding how we obtain the proposed bounds
on sensitivity for the Propose-Test-Release paradigm, but it can be skipped without major impact
on the ability to read the remainder of the paper.

Let T be a statistical estimator for #; very roughly, this is a procedure that maps data samples
to a real number or a vector of real numbers that approximates §. We have in mind procedures
such as the computation of the sample median or sample average. Let F" denote the distribution
on n-tuples obtained by taking n i.i.d. samples from random variable X whose distribution function



is F. Given n data points D = {x1,...,z,}, the statistical estimator T' can be viewed as a function
on the set of data points: T'(z1,...,x,), which is apparently random. However, most (reasonable)
statistical estimators will converge to a non-random quantity as the sample size n tends to infinity.
This limiting quantity depends only on the distribution F', denoted by T(F). As a result, a
statistical estimator can be viewed as a functional mapping the space of distribution functions to
Euclidean space [12]. For example, suppose X € R! and T'(z1,...,2,) = Y, x;/n is the sample
mean, then T(F) = [xf(z)dr = EpX, the expectation of F, given that EpX exists. Another
example is the median: T'(z1,...,Tn) = 2(|n/2)) (the [n/2]th smallest data point), then T'(F) =
F~1(1/2), the median of the distribution, given that F has positive density at the median. In the
asymptotic perspective, the robustness of T" is defined, roughly, as the maximum of |T'(F) — T'(G)|,
for a given F' and for all G within a certain small distance of F. The intuition here is to ask “is it
still estimating the same thing, or something close, even when the true unknown distribution F' is
a bit different from our assumption G?” Basing on such an intuition, a rigorous definition of (this
asymptotic) robustness is through the concept of “influence function” (see Definition 2 and also
13, 12]).

In practice, it is often more interesting to look at the finite sample situation (the empirical
data situation), so we first introduce the empirical influence function, denoted by EIF(x,T; D)
which describes the effect on T of introducing an additional data point zx.

Definition 1. The empirical influence function is given by
EIF(z,T;{x1,...,zn}) = (n+ 1)(T(z1,...,xn,x) = T(x1,...,2p)).

Since the empirical influence function depends on the observed data D, it is a random variable.
If we are in a statistical setting, meaning that the data are actually i.i.d. samples from a distri-
bution F, then a well-behaved empirical influence function should not depend too much on the
specific set of samples, and a good understanding of the empirical influence function gives guidance
regarding the expected local sensitivity.

To capture the statistical setting we are interested in sup, EIF(xz,T;D)/(n + 1) when the
elements in D are drawn i.i.d. from the distribution F'. To emphasize this, we will use the notation
|sup, EIF(z,T; F™)|. For random data the local sensitivity is random, and local sensitivity is at
least 1/(n + 1) x sup, |EIF(x,T, F™)|. This is a lower bound on the expected magnitude of the
noise we need to add for privacy, using the techniques of [8] mentioned above. For example:

1. Let T be the sample mean. Then |sup, EIF(z,T; F")| = oc.

2. Let T be the sample median, and let F' be a distribution with density 0 at the median
F~Y(1). Then |sup, EIF(z,T;F")| = ©(n). This yields bounded local sensitivity in the
statistical setting, independent of n.

3. Let T be the sample median, and let F' be a distribution with positive density at F' *1(%).
Then |sup, EIF (z,T; F™)| = Op(1). That is, the EIF converges to a distribution®. Thus, in
the statistical setting, local sensitivity vanishes as n grows.

4. Let T be the a-trimmed mean, in which the top and bottom «/2 fraction of the data points
are discarded. Then |sup, EIF(z,T; F")| = Op(1) if F has positive and continuous density
on its support. Again, in the statistical setting, the local sensitivity vanishes.

The empirical influence function is typically approached via the influence function IF (z,T; F'),
an asymptotic notion describing how an estimator 7" applied to samples from F' changes if we replace

3See Notation 8, in Section 2, for the definition of Op(1).



F by a distribution G with an infinitesimal contamination at x: G = (1—t)F+tA,, for very small t*.
More precisely:

Definition 2. The influence function of T at F' is given by

F(, T4 ) = im T((1—t)F J; 16;) = T(F)
%

The gross error sensitivity of T and F is defined by
V¥ (T, F) = sup [IF (2, T; F)|.
x
The first principle in designing a robust estimator is to ensure that +* is bounded, as otherwise
“an outlier might cause trouble” ([13]). By starting from estimators with bounded gross error

sensitivity, we are able to ensure that, in addition to preserving privacy, our algorithms ensure
excellent utility in the statistical setting.

1.5 Our Results

We investigate the use of robust estimators as starting points for privacy-preserving statisti-
cal procedures that obtain accurate outputs in the statistical setting. Our results are uniformly
positive. Indeed, after obtaining privacy-preserving versions of the interquartile, median, and a-
trimmed mean algorithms, we chose a very complicated analysis in the book Robust Statistics [12],
which turned out to be of a regression algorithm of Hampel, and verified that this algorithm, too,
quickly yielded a privacy-preserving variant. Along the way we found two other privacy-preserving
estimators: a variant of the a-trimmed mean and a short-cut regression algorithm.

Our algorithms:

e always ensure privacy;

e ensure utility with high probability: any answer produced will, with high probability over
the random choices made by the algorithm, and the choice of database (remember, we are
interested in the statistical setting), be highly accurate — the distortion vanishes as n, the size
of the data set, grows; and

e may produce the output “No Reply” (L) when the data fail to satisfy statistical assumptions.

Our notion of privacy is (g, 0)-differential privacy with negligible 6, defined in Section 2.

Very roughly, our approach is to first propose a bound on the local sensitivity, and then test
in a privacy-preserving fashion if the bound is sufficiently high, and, if so, to release the quantity of
interest with noise calibrated to the proposed bound. Nissim, Raskhodnikova, and Smith were the
first to exploit low local sensitivity to improve accuracy in favorable cases [17]°. They demonstrated
an insensitive method of upper bounding the local sensitivity, and then add noise calibrated to the
computed bound. The theory they develop is inspiring, although their fully general techniques can
be difficult to work with. In contrast, our approach is “quick and dirty:” our “No Reply” option
considerably simplifies the algorithms. Intuitively, we are optimizing for the statistical setting.

4One technical difficulty is that the EIF does not always converge to the IF as n tends to infinity. Still, the
intuition described here is valid.
SGiven a data set D and a function f, Nissim et al. define the local sensitivity of f at D to be

SUP{p/:|D-D’|p=1} |£(D) — f(D)].



Indeed, it is the statistical setting that enables us to propose a realistic bound on the variability of
the estimator, and we only require utility in this setting.

In more detail, we considered three estimation problems: data scale, data location, and linear
regression. The classical estimators are, respectively, standard deviation, mean, and least squares
regression, and their robust counterparts are, respectively, the interquartile range, the median (also
the a-trimmed mean), and Hampel’s most B-robust estimator (an L; optimization that; we denote
by Algorithm H).

The robust estimators have the property that, for any given distribution F' satisfying certain
mild assumptions, with overwhelming probability over the choice of the database drawn from F™,

the local sensitivity is a random variable g(n) such that ng(n) LA f, where f is random and its
distribution depends only on the unknown underlying distribution F', independent of n. We need
to test sensitivity because of the randomness of the local sensitivity and because the model might
be incorrect, i.e., the data may not be drawn from F', or the draws may be bizarre.

For the scale algorithm, S, we test how far the database is from one with a sufficiently different
interquartile distance (the difference obtained by lopping off the top and bottom quartiles and
finding the spread of the remaining data points). If sufficiently far, then the algorithm proceeds;
otherwise it halts with output L. Certain technical questions arise: first, we work with the logarithm
of the scale, as our definition of “sufficiently different” is multiplicative. This is necessary, since an
additive notion for difference of scale makes no sense — what would be the right scale for the additive
amount? Second, for reasons related to privacy, we phrase the query by first fixing a discretization
of the real line (independent of the data set), and then asking how much the dataset has to change
in order to move the log of the interquartile range to a different bin in the discretization. Rather
than respond to the question exactly, noise is added in keeping with the results of [8], so that the
response is generated in a differentially private fashion (this will be the case for all the “how many
points” questions in our informal descriptions here; we won’t repeat this.) The test is problematic
if the log of the interquartile range is very close to the boudary of its bin, so if an unfavorable reply
is obtained we repeat the test with a discretization having bins of the same width, but “shifted” by
half a bin (this suffices). The noise added to the logarithm of the interquartile range is determined
by a Laplacian with parameter corresponding to the bin width the discretization. Again, in this
algorithm the bin width is independent of the dataset, and the “propose” part of the PTR paradigm
is just this fixed width.

The differentially private version of the a-trimmed mean is obtained easily from Algorithm S,
modified to find the a interquantile range; we defer further discussion to Section 5.

The median algorithm M has a scale input s which might be empty. If the scale is empty,
then the algorithm computes a value for s Algorithm S just described. If Algorithm S returns |
then we output L. Otherwise, we discretize the line with bins whose width depend on the scale,
and ask how much the database must change in order to drag the median out of its current bin.
If the answer is too small, the algorithm outputs L; otherwise, noise is added to the median again
according to a Laplacian with parameter corresponding to the width of a bin (now a function of
the scale). For similar reasons to the previous case, if the first discretization yields | we repeat
the test for sensitivity of the median using a shifted discretization before producing 1.

Both algorithms require careful but fairly straightforward privacy and utility analyses.

The short-cut regression algorithm, Rg, similar to an algorithm proposed by Siegel (see Sec-
tion 6.4.1 of [12]), and also reminiscent of the Subsample-and-Aggregate framework of Nissim,

5The “B” refers to bias; see [12], p. 87. The bias of an estimator for a quantity is the difference in expectation
between the expected value for this quantity (the expectation is taken over the sample) and the expected output of
the estimator (the expectation is taken over the sample and any randomness introduced by the estimation procedure).



Raskhodnikova, and Smith [17]. Here, we briefly describe the case in which the data points are
in the plane and we are seeking a line, specified by 2 parameters § = (f1, 82), that describes the
dataset (the algorithm works in general dimension). Assume 2 divides n. The algorithm first
randomly partitions the n inputs into disjoint blocks of 2 data points each. An approximation to
(both coordinates of) § is computed from each block. This gives n/2 independent approximations
to . For each coordinate of §, run Algorithm M on a dataset consisting of the n/2 different
values obtained for this coordinate to obtain a single output value for this coordinate. Assuming
no invocation of Algorithm M results in 1, output the vector consisting of these 2 coordinates.

Arguing utility for the short-cut algorithm is straightforward. However, the privacy argument
is a little different due to the random partitioning and the aggregations of the n/2 independent
estimates for 5. Rather than give a special privacy proof for this algorithm we defer the proof
of privacy to the section on (¢,§)-PTR computations, where we explain how to apply the general
composition results of that section to this algorithm.

Finally, we come to Algorithm Ry, a differentially private version of the H regression algo-
rithm. We examined algorithm H for two reasons: first, the complexity of its robustness analysis
suggested in would be a good test case of our thesis that robust estimators are good starting points
for privacy-preserving estimators. Second, it is more efficient, in the statistical sense (efficiency
captures the question of how large n must be in order for the error bars on the estimate to be
small), than the short-cut algorithm under certain circumstances”.

This is by far our technically most challenging result, as the proofs of the running time and
of utility in the statistical setting are complex.

The algorithm itself is not so hard to describe. Again, we focus in this high-level view on
the case on the dimension 2 case. First we compute 5*(D) = H(D), without privacy (this is not
released). As in the short-cut regression: the points are randomly partitioned into n/2 groups and
an estimate for 8 = (1, 82) is obtained within each group. Now, rather than run the median
algorithm on the estimates for each of 81 and 52, we run the scale algorithm, once to determine the
scale of estimates for 51 and once to determine the scale for B5. We use these scales to determine
four two-dimensional axis-parallel discretizations of the plane (a basic one and three shifts, obtained
by shifting either one or both of the axis-parallel one-dimensional discretizations). We discuss the
processing on a single discretization; as with algorithms & and M, the remaining three need to be
invoked only if our efforts with the first one return L; in general we try them in turn until a non-_L
response is obtained. Note that the optimization problem might have multiple solutions, and we
cannot specify *(D) without knowing the exact optimization algorithm. Instead, we ask about
the solution set of the optimization problem, denoted B(D). Assume B(D) is completely covered
by one of cells of the discretization (we prove this to be the case whp in the statistical setting). We
ask how many points need to be added to or deleted from D in order to get a database D, such
that B(D) is not covered by the cell containing B(D). If the answer is at least 2, then modifying
the value of a single data point will not drag any part of B(f)) out of the current cell, which implies
B*(D’) will be in the same cell for all D’ adjacent to D. Note that if B(D) ¢ C(D), where C(D)
is the set containing 5*(D), then the answer to the question is 0.

Assuming a favorable response to the “How many points...” question, we will eventually add
noise to each coordinate of 5*(D) according to a Laplacian with parameter equal to the length of
the corresponding side of the cell.

Answering the question of how many points need to be added or deleted before the solution
set of the resulting database is no longer contained in the same cell as the cell containing B(D) is

"For example, in the regression model defined in Section 7, when ¢ is standard normally distributed, and
ErXXT/||X|| is diagonal.



not straightforward. Our starting point is the structure of the objective function fp in the robust
estimator H (see Equation (23)). First the convexity of fp enables one to approach the minimum
from the subdifferential, which can be computed easily from the data. On the other hand, fp
is piece-wise linear, so that computing the answer of the testing query reduces to evaluating the
subdifferential of fp at a poylnomial (in n) number of points, where the degree of the polynomial
depends on the dimension. To carry out the computation it is sufficient to keep track of the
intersections and line segments.

The proof of utility resembles the median case. Under statistical assumptions the empirical
distribution is not far from the underlying distribution F. The main tool is simply law of large
numbers and large deviation theory. The technical challenge is that one needs to bound the large
deviation probability for infinitely many random variables simultaneously, (while for the median
one only needs to worry about finitely many variables). The reason is that in one dimension the
boundary of a bin is just two points, and in two dimensions, the boundary of a bin is a rectangle.
We deal with this challenge using a tool from the study of empirical processes.

As for the privacy, in all cases the intuition is simple, but full proofs may not be, since
some algorithms rely on the outputs of others — for example, both our regression and the location
algorithms invoke our algorithm for scale. We have actually proved privacy twice. The first time
involved brute force integration and conditional analysis. Noting large amounts of repetition in
the proofs we abstracted the propose-test-release framework mentioned above and then proved
composition theorems that captured the ways in which our algorithms were used in combination,
specifically,

1. Cascading: running a sequence of protocols until a non-_L reply is obtained;

2. Nested Computations: using the output of one computation as input to another computation;
and

3. Parallel Composition: running an algorithm multiple times, independently, for example in
estimating data scale along multiple axes.

Our composition theorems show that our intuition for why privacy was preserved was correct and
give tighter analyses than those available using other composition results in the literature.

1.6 Related Work

The most relevant related privacy results are the definitions of differential privacy [8, 5], its
relaxation (e, 0)-differential privacy [7], and the calibration of noise to sensitivity for maintaining
privacy, already discussed [8].

Also mentioned above is the idea of calibrating noise to (something related to) local sensitivity,
rather than global sensitivity [17].

In parallel with our efforts, Smith [19] investigated maximum likelihood estimators, showing
that for well-behaved parametric probability models, one can construct an estimator whose distri-
bution converges to that of the MLE. In particular, the estimator is efficient and asymptotically
unbiased.

The relevant results from the statistics literature is the work on influence functions [13, 12]
and the most B-robust regression estimator H [12].



2 Definitions

A database is a set of rows. We say databases D and D’ are adjacent if they are of Hamming
distance one®. In such cases we may may also say that D and D’ are neighbors.

Definition 3. A randomized function K gives e-differential privacy if for all nieghboring data sets
D and D' and all S C Range(K),

Pr[K(D) € S] < exp(e) x Pr[K(D’) € 9]. (1)

The probability is taken over the coin tosses of K.

Being differentially private is a property of the mechanism X, and is orthogonal to the auxiliary
information available to the adversary/user and its computational power. Differential privacy is
also an ad omnia (rather than ad hoc) guarantee, and addresses any concerns that an individual
might have about allowing her data to be included in a database (see [6] for further discussion of
this point).

The key result for differential privacy is due to Dwork, McSherry, Nissim, and Smith [8]. For
this, we require some definitions.

Definition 4. For f: D — R%, the Li-sensitivity of f is

Af = max|f(D) - f(D)h (2)

D.,D’

for all neighboring D, D'.

For many types of queries the sensitivity Af will be quite small. In particular, the query
“How far is the dataset from a dataset with property P?” has sensitivity 1.

The scaled symmetric exponential distribution with standard deviation v/2Af/e denoted
Lap(Af/e), has mass at = proportional to exp(—|z|(¢/Af)). More precisely, let b = Af/e. The
probability density function is p(z) = exp(—|z|/b)/2b and the cumulative distribution function is
D(z) = (1/2)(1 + sgn(z)(1 — expl(|]/b)).

Theorem 5 ([8]). Let D denote the universe of databases. For f : D — R, the mechanism K¢
that on input a database DB computes f(DB) and then adds independently generated noise with
distribution Lap(Af/e) to each of the k output terms and outputs these k sums, enjoys e-differential
privacy.

Note that decreasing ¢, a publicly known parameter, flattens out the Lap(A f/¢) curve, yielding
larger expected noise magnitude. When ¢ is fixed, functions f with high sensitivity yield flatter
curves, again yielding higher expected noise magnitudes.

In this work we use the following relaxation of differential privacy.

Definition 6. A randomized function K gives (g, §)-differential privacy if for all data sets D and
D’ differing on at most one element, and all S C Range(K),

Pr[(D) e S] < exp(e) x Pr[K(D’) € S]+ 4 (3)

8In the literature, the definition is frequently slightly different: D and D’ are adjacent, or differ in at most
one element, if one is a proper subset of the other and the larger database contains just one additional row. The
difference is generally insignificant and we work with whichever definition simplifies the task at hand. In our analyses
it is frequently convenient to assume that the size of the database is known, so we use the “wiggling” version. The
intuition for the definition is that now the adversary cannot tell if a member of the dataset has left and been replaced
with a comlpetely different person.



The probability is taken is over the coin tosses of K.

In this work we always have 6 = d,, € v(n), that is, J,, grows more slowly than the inverse of
any polynomial in the database size. Following common parlance, we say that d is negligible.

We briefly explain the principal way in which we employ this relaxation. Recall that in the
Propose-Test-Release framework, we first propose an upper bound on the local sensitivity, then test
to see if the bound suffices; only if the bound suffices do we continue with the release of the statistic.
For a given candidate bound B on the local sensitivity, let Sp be a (not necessarily proper) subset
of the set of databases with local sensitivity at most B. Let D be the specific database. We ask
how far D is from the set Sp, meaning, how many rows must be added to and deleted from D to
obtain a database in Sg. The set Sp will be chosen to have the property that if D and D’ are
neighbors, then the difference in answer to this question is at most 1; in other words, we ensure
that the query about distance to Sp is of sensitivity 1. We use the differentially private mechanism
of [8] to respond to this question, say, adding noise according to the distribution Lap(1/¢) for fixed,
constant, €. If the (differentially private) response is small, we do not proceed; however, if the
response is large, say, at least 1 + log?n, we do proceed. The reasoning is that unless the coin
flips of the privacy mechanism were very unlucky, and the draw from Lap(1/e) is at least log?n —
an event that occurs with negligible probability v(n) — B is indeed an upper bound on the local
sensitivity.

Note that even the decision of whether or not to proceed preserves privacy. A careful condi-
tional analysis thus yields (e, §)-differential privacy: for all D, D’ differing in at most one element,
for all possible subsets C' of “No Response” union with the range of the estimator, the probability
of obtaining an output in C' when the database is D is at most § plus e° times the probability of
an output in C' when the database is D’, where § € v(n).

Intuitively, the only thing that can damage privacy is an unlucky coin flip sequence in the noise
generation process when responding to the test for sufficiency of the proposed noise magnitude, and
this occurs with only negligible probability. In reasoning about protocol composition, we wish to
factor out these unlikely events, arguing that “with overwhelming probability” we have differential
privacy. Strictly speaking, this is meaningless; the only formal guarantee we offer is (g, 0)-differential
privacy. Nonetheless, the intuition helped in designing the protocols, and the composition theorems
for Propose-Test-Release algorithms capture turn the intuition into the rigorous guarantee.

3 Additional Notation

We first declare some notations and terms used throughout the following discussion.

1. D and D’: a pair of adjacent databases.
2. D: the space of all databases.

3. C (also C'): some general measurable space containing the range of the query function. Usually
we can think it as R? for some integer d, e.g., in our examples of scale, median, regression,
etc. Note that the notation C (C') may refer to different spaces in different expressions.

4. n: the size of database D, which can be released privately with high accuracy [8]. Here for
presentation simplicity we treat it as a known constant.

5. “change a data point” means modifying the value of a data point.
6. We do not worry about measurability. That is, for the sets considered in this paper we always

assume they are measurable in the corresponding probability space.
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7. Many of the analyses and statements in this work are probability-theoretic. In our study
there are two sources of randomness.

(a) The first is the coin flips made by the (random) algorithms, typically, the generation
of Laplacian random variables. In these algorithms there is always an input database.
We usually want to compare the probabilities of the same event but with adjacent input
databases D and D', for example, compare Prob(7 (D) € C|D) and Prob(T(D’) €
C|D’). In such a comparison we always condition on D and D’. In other words, the
databases are always considered as non-random. We use the convention P(-) to denote
the probability of a certain random event in the algorithm when the input database is D,
while P’(-) refers to the probability when the input database is D’. Similarly p(X = x)
(p'(X = z)) denotes the probability density of random variable X at x, with the input
database D (D’); for example, we might have X = T(D). Here, again, the randomness
is provided by the algorithm and the database is considered to be fixed. Note that
sometimes the random variable has both a continuous part and a discrete part; then
p(X = x) denotes the density if z is in the continuous part and the probability mass if =
is in the discrete part. In particular, when 7 : D — RU{L}, p(T(D) = 3.14159) is an
example of the continuous part, and p(7 (D) = L) is an example of the discrete part. In
the first case the expression denotes density, in the second it denotes probability mass.
Our statement about privacy will be in terms of P(-) and P’(-).

(b) The second source of randomness is the randomness in creating the database. That is,
when we assume the database consists of independent random samples from a underlying
distribution F', the whole data set D is random. We use Pg(-) to denote the probability of
the random event of this type. We also use Er(-) to denote expectation taken over choice
of a database consisting of independent random samples from an underlying distribution

F.

(c) P() refers to the probability considering both sources of randomness. Our statement
about utility will be in terms of P(-).

8. Let a, be a (random) sequence. We say a, = Op(1) if for any € > 0, there exists M, such
that P(la,| > M) < € for all n. In addition, if a,, b, are two random sequences we say
Ap = Op(bn) if an/bn = Op(l).

4 The scale

The interquartile range (IQR) ([11]) is a well-known robust estimate for the scale (dispersion)
of the data, and is used in applications such as histogram construction?. We give a simple algorithm
for differentially private release of interquartile range. The main idea of our algorithm is to propose
a magnitude of noise for reporting the interquartile range and then test, privately, whether such
a magnitude suffices for privacy. If the test succeeds, which we prove will be the typical case in
the statistical setting, then the noisy interquartile range is released; otherwise the algorithm either
returns “1” (No Response) or suggests another noise magnitude.

Before going into details, consider the following rough intuition. Suppose the data are i.i.d.
samples drawn from an underlying distribution F. Then IQR(F) may be defined as F~1(3/4) —
F~Y(1/4); this is a constant, depending only on F. It might be very large, or very tiny, but either
way, if the density of F' is sufficiently large at the two quartiles, then given enough samples from

9The interquartile range is the difference between the 3n/4th and (n/4 + 1)st order statistics.
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F the sample interquartile distance should be close to IQR(F'). Still speaking intuitively, if the
sample interquartile range is very sensitive, for example, can double or halve if we change one data
point, then either we have been very unlucky with the samples or the data don’t come from a
“nice” distribution. Either way it makes sense to abort the procedure and output “L.” On the
other hand if, as in the typical case, the sample interquartile cannot change by a factor of 2 by
modifying a single point, then the logarithm base 2 of the sample interquartile has local sensitivity
bounded by 1. This lets us release an approximation to the logarithm by adding to the logarithm
noise with distribution Lap(1/e) Alternatively, we can compute a noisy version y of this logarithm
and release 2Y. Finally, we must ensure that the decision of whether or not to reply is not in itself
disclosive. This is done via query Qg below. Finally, to ensure utility, we do not use 2 for the base
of the logarithm; rather, we use 1+ 1/Inn.

We first explain our choice of base. If the data are independently drawn from an underly-
ing distribution F', then the deviation of the sample interquartile range IQR(D) from IQR(F) is

OpF(ﬁ)7 and also In(IQR(D)) — In(IQR(F)) = OpF(ﬁ)7 where IQR(D) and IQR(F') denote the

sample interquartile range and the interquartile range of the underlying distribution, respectively.'”
Intuitively, in order to achieve differential privacy, the proposed magnitude of the additive noise for

the logarithm of sample interquartile range must be large enough to dominate ﬁ, the deviation

term In(IQR(D)) — In(IQR(F)). On the other hand, for the sake of good utility the noise should

be small enough to give accurate release, From this perspective ﬁ > ﬁ seems a good choice. We
11

use In(1 4 1/1Inn), which is close to 1/Inn but which makes the calculation easier.

To test whether the magnitude of noise is sufficient for differential privacy, we discretize R'
into disjoint bins [kwy, (k + 1)wy,) ez, where the interval length w,, = In(1+ 1/lnn). Note that
looking at In(IQR(D)) on the scale of wy, is equivalent to looking at logH% (IQR(D)) on the scale
of 1, and here the scaled bins are just intervals whose endpoints are a Sz;ir of adjacent integers:
BY = [k,k+1), k € Z. Let Hy(D) = log, 4+ (IQR(D)). Then we can find k; such that
H, (D) € [k1,k1 + 1). Consider the following testing query:

Qo : How many data points need to change in order to get a new database D such that
~ 1
H,(D) ¢ B\?

Denote the answer to Qo by Ao(D). If Ag(D) > 2, then all D" adjacent to D satisfy |H,(D’) —
H,(D)| < 1. As aresult, it is sufficient to add noise with Lap(1/¢) distribution to H, (D). However,
to ensure privacy, the algorithm uses Ro(D) = Ag(D) + 2o instead of Ay(D), where zy ~ Lap(1/¢).
The algorithm releases H, (D) with noise calibrated to 1/¢ for large values of Ry, and returns L
(no response) for small values of Ry(D).

There is one remaining problem. If H,, (D) lies close to an integer, i.e., H,(D) is close to one
of the endpoints of the interval k1, k1 + 1), the algorithm is likely to return L. This problem could
be avoided by also considering a second discretization {BS) = [k — 0.5,k + 0.5) }xez. We denote
the two discretizations by BY) and B®) respectively.

We now present the full algorithm.

Consider In(z) as a function of z. Tts derivative is 1/x. Then for y close to & we have, In(y) — In(z) =
(y — z)/xz + o(y — z). Now take x = IQR(F) and y = IQR(D).

1 Actually Q(nfl/”‘g) with some small 6 > 0 would work, here we just explain the feasibility but not focus on the
optimality of the magnitude of noise.
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The algorithm S:
e Input: (D,n,e).
1. For the jth discretization (j = 1,2)

— Compute Ry(D) = Ao(D) + 2o, where zj is a random draw from Lap(1/e).*
—IfRy<In’n+1,let s¥) = 1.

— Otherwise let sU) = IQR(D) x (1 + )? 2 , where z\/) is another random draw
from Lap(1/¢).

2. If s #£ 1 return s(I).
Otherwise return s(2).

“IQR(D) = 0 is fine, since one can define log0 = —o0, |—00| = —o0, and let [—o0, —o0) = {—o0}.

Note that the algorithm can be optimized by only computing s if s() = L. For technical
reasons in Section 8 it is easier to write the unoptimized version here. We have the following
theorem describing the privacy and utility of the algorithm S:

Theorem 7. (a) The algorithm S is (4e,n=5"")-differentially private.

(b) The computation for S is O(n) assuming the data are sorted.

(c) If
D=(X1,..Xn), X;%p (4)

where F is differentiable with positive derivatives at both the lower and upper quartiles, then
P(S(D) = 1) = O(n="™),

and

S(D) - 1QR(F) 5 0.
(d) Under the same conditions as in (c), for any a > 0,
P (8(D) € [n"“IQR(D),n®IQR(D)]) > 1 — O(n~0="),

As a result, we have
P <S(D> S I:;n_aIQR(F), QnO‘IQR(F)]> >1— O(n—aalnn).

In Theorem 7, (a) and (b) ensure, respectively, the privacy and ease of computation of S,
(c) says that when the data come from a nice distribution the algorithm gives meaningful output
with high probability. and (d) ensures that the output of S will not be crazily absurd. Note that
although Theorem 7(c) says that the error vanishes with n, the rate of convergence is slow (1 —n—¢
for some ¢ > 0). Nonetheless, Algorithm S is quite powerful: using this algorithm as a subroutine
to estimate scale allows us to devise the first differentially private median algorithm that does not
require range information for the data.

Proof of theorem 7 We first focus on a single discretization, and omit the index (j), j =1, 2.
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Lemma 8. The sensitivity of query Qo is at most 1.

Proof. If H, (D) and H,(D’) are in different bins, then Ay(D) = Ag(D’) = 1. Otherwise, they
are in the same bin, then Ayg(D) < Ag(D’) + 1 and Ag(D) < Ap(D’) + 1. In both cases we have
|Ag(D) — Ap(D")| < 1. O

If Ap(D) > 2, then changing a single data point can not move the logarithm of the interquartile
range out of the current bin; therefore the change is at most the bin width. Thus, it suffices to
calibrate the noise to the bin width. Here we use Dy to denote such nice databases:

Definition 9. Dy = {D : Ay(D) > 2}.

Then we have the following lemma.

Lemma 10. Let s be shorthand for the result obtained with a single discretization.
(a) P(s=1)<eP'(s=1).
(b) P(s# L) < in=c" for all D ¢ D.
(c) P(s€ C)<e¥*P(se€C), forall C CRY and D € Dy.

Proof. (a) Note that for all D € D, s(D) = L < Ro(D) < In?n 4 1. The desired inequality
follows by applying Theorem 5 on query (o which is of (global) sensitivity at most 1 (by
Lemma 8).

(b) When D ¢ Dy, then Ap(D1) < 1. As a result

P(s# 1) < P(Ry>1n’n+1)
= P(Ag + 20 > 1In’n +1)
< P(z > 1n?(n))

n=¢ In(n) )

IA
N | —

(¢) The assumption D € Dy implies Ag(D) > 2, whence |H, (D) — H,(D')| <1, so

P(seC)

- =u)p | Hy + 25 = log L’U’Ro:u dudv

x/’UVEC /u>ln2(n)+1 ) ( 1—"_lnn < ) >
p(Ro = u)p ( zs = log, . 1 (v) — Hy ) dudv

x/’UVEC [L>ln2(n)+1 ) ( 1+lnn )

S/ e“p'(Ry = u)e’p (zs =log;, 1 (v) — Hn) dudv
veC Ju>In?(n)+1 Inn
=e*P'(s € O).

Here the inequality holds because |Ag(D1) — Ao(D2)| < 1 and |H,(D1) — Hp(D2)| < 1.

Lemma 10 (c) implies the following useful corollary on the density of the outcome S(D):
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Corollary 11. If D € Dy, then for all so € R™
P(s € dsg) < e*P'(s € dsg).

It is clear that all the results in Lemma 8, Lemma 10 and Corollary 11 hold for both dis-
cretizations, so we can replace s by s and Dy by D((]] ) in those results with j=1,2.

Proof of theorem 7. (a) (Privacy.) First notice, by Lemma 10, that both s(!) and s are (2¢, 1n=s1n")-
differentially private. That is, for any C* C RZ°U {1}, we have

A . 1
P(sY) e ¢*) < *P'(sV) e C*) + in_eln".

Then by independence it is straightforward to show that, using similarly the conditional argu-
ment in Lemma 10 (which also appears in the proof of Lemma 16), for any C C (R=°U {1}),
we have

P(SeC)
<P(sM e c\{L}) + P(sM = 1,5 e c\{L})
+ P ecn{L},s?Pecn{L))
<e®P'(sW e C\{L}) + %n*“n" +e¥P(sM) =1, s? eC\{L}) + %nfsln"

+e*P(sWecn{Ll},sPecn{l))
<e®P'(SeC)+nchn

which indicates that S is (3¢, n~¢™")-differentially private.

(b) (Ease of computation.) It suffices to show that Ay can be computed in linear time. In fact,
it is easy to check that one can compute Ay(D) by considering O(n) sliding intervals with
width (14 =)* and (14 )" *1, and with one end point in D, while the computation for
each interval is O(1).

(¢) (Good behavior in the statistical setting.) Let ¢; and g2 be the lower and upper quartiles of
F, respectively. Let I; = ¢j —n~'/3, r; = ¢j + n=1/3, U =qj — on~1/3, i =q; + on~1/3 for
7 = 1,2, by differentiability and continuity of the derivatives, one can find constant £ > 0
which depends only on F', such that for large enough n

rh < 1.
. Fl(z) > &, for all z € [I], 7] U [l5, 5]
. En?3 > 4% n + 4.

s p\4
(=) <1+

!
lo—ry

= W o=

Intuitively, the last condition is not unreasonble, since (IQR(F)+4n~'/3)/(IQR(F) —4n~1/3)
is very close to 1; even more to the point it ensures that 10g1+1/lnn(IQR(F) + 4n~1/3) —
1081 41/1nn IQR(F) — 4n~1/3) < 1/4, whence the two logarithms will lie in the same bin in
at least one of the discretizations. We consider the two following random events, where the
randomness comes from the random draw of D from F', i.e. Pp(-): (denote the lower and
upper sample quantiles by ¢1(D) and g2(D), respectively)
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(i) By ={q1(D) € (l1,7r1),q2(D) € (l2,m2)}. We have for j = 1,2

Pr(q;(D) ¢ (Ij,75))
=Pp(q;j(D) <1;) + P(q;(D) > ;)
§2PF(sgp |F(2) — Fy(z)] > n~ /%)

_ 1/3
con
<2cie )

the last inequality is a well known result about the deviations of the empirical distribution
(see [15]), where ¢; and c¢p are numerical constants depending only on F', and they may
take different value when they appear in different places throughout this paper.

Therefore we have s
Pp(BEy) > 1—creem’, (5)

(ii) Define p := min; min (|D N ()1, 1D N (rj,r9)|). The second event is Fy := {p >
1&n?/3}. We first investigate |D N (I1,11)|. Define the Bernoulli random variable Y by

v 1 if X e (I3, 1),
0 otherwise.

By our second criterion in the condition on n, we have Pp(Y = 1) > &n~1/3, then by
Heoffding’s inequailty

Pe (100 (. 0)) < e

- 1
> Y, - nEY|> 2§n2/3>
=1

<Pp (

<2e*52"1/3/8.

Clearly the same argument applies to the other 3 intervals, therefore we have
Pp(Ey) > 1— e’ (6)

Now consider H,(F') and the intervals covering it. We say that a point is well covered by
an interval if it is inside that interval and at least % away from both endpoints. There are
two discretizations, so there are two bins covering H,,(F'), one in each discretization, namely
B,S) and B,(;). By our construction of B and B®, at least one of B,S) and Bg) well covers
Suppose H,(F) is well covered by an interval B. On event E; N Es, if one changes at most
%f n2/3 data points, letting D be the resulting database we still have 4 (f)) € [l%,r%]. Therefore

VAR
on Ey N By, |Hy(D) — Hy(F)| < 3 because of the fourth criterion in our conditions on n.
Apparently |H,(D) — H,(F)| < 7 on By N Ey. So we have H,(D) € B and H,(D) € B, with

—conl/3

probability at least 1 — cje

By our construction of B ,S) and B,(é), at least one of them well covers H,(F'), as a result, for at
least one discretization, we have Ay(D) > 2 In? n+2, with probability at least 1 — 016*02”_1/3,

then the corresponding s; is not L (note that n=sm" = w(e‘c2"1/3) for any constant cg).

16



Then we have the desired result:

P(S(D) = 1) = P(s1(D) = L and sy(D) = L) =O(n~c"m). (7)

The second claim, ie, that S(D)—IQR(F') i 0, follows from consistency of sample quantiles'?
(4

) .
and the fact that (1 + ﬁ)z L 1, for j =1,2.

(d) (Accuracy.)
P (S(D) € [n"*IQR(D),n*IQR(D)])

1\
>1 - P(S(D) = L) — 2P <1 + > ¢ [n~* n%

Inn

>1—O(n~sn) —2p (zél)\ In (1 + 1> > alnn)
Inn

>1—O0(ncny —2p <|z(()1)| > aln? n)

-1 — O(n—slnn) _ 2n—aelnn
>1— O(n—1m),

The second statement follows from the fact that under the assumptions, on E,

%IQR(F) < IQR(D) < 2IQR(F).

5 «-Trimmed Mean

Let D = (z(1),...,%(n)) be an ordered data set, such that z(; € Rl,a:(l) < 1w <o STy
For any « € (0,1), the a-trimmed mean is defined as
[n(l1—a/2)]—1
Ez [na/2]+1 L(3)

In(1—a/2)| — [na/2] —1°

Then an (e, §)-differentially private algorithm for the a-trimmed mean follows almost imme-
diately from the scale algorithm. First note that the scale algorithm can be used to compute any
inter-quantile range of the data set by simply replacing the lower and upper quartiles by another
pair of lower and upper quantiles.

Suppose D' = (21, - - - ,m’(

ma (D) =

e ,T(n)) is an adjacent data set, with the value of ;) modified
to a:’(j), in an arbitrary way. Then we have

Lln(1-a/2)] = *na/2]
(1-—a)n—2

[ma(D") = ma(D)] < (8)

Observe that the numerator on the right hand side of (8) is just the distance between the § and

1—$ quantiles, denoted by IQR(D). So our algorithm for a-trimmed mean is, supposing & € (0, 1)

12Consistency says that |[IQR(D) — IQR(F)| converges to 0 in probability.
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is some pre-chosen parameter,

The algorithm 7 M
e Input: (D,n,e,q).
e Algorithm

1. Run algorithm S on (D, n,e) computing the distance between lower and upper
a quantiles. Denote the output by s,.

2. If s, = L, then return L. Otherwise return

Sanz

ma(D) + (I1—a)n—2

where z is a random draw from Lap(1).

It follows from Theorem 7 (d) that with probability 1 — O(n‘cnl/3) we have son" > IQR,(D),
indicating the algorithm 7 M is (3e, v(n))-differentially private, by a conditional argument similar
as in Lemma 16.

On the other hand the algorithm 7 M enjoys nice utility, since it returns 1 only if the algorithm
S returns outputs L which happens with v(n) probability when the data set is “nice”. Moreover,
as we have shown that S(D) is a consistent estimator of F~1(1 — a/2) — F~1(a/2), the additive
noise on the a-trimmed mean is of order O(n~1*%), which can be arbitrarily close to O(n~1).

6 The median

We extend the idea used in the previous section to the sample median, where the output of the
scale algorithm is used to construct the disretizations. In the previous section we used In(1 + ﬁ)
as the order of magnitude of additive noise for the natural logarithm of the interquartile range.
However, for the median case, we need to incorporate in the magnitude of noise some quantity
describing the “spread” of the distribution. The reason is easy to see in two ways: first, intuitively,
the magnitude of noise should depend on how far the data points are from each other, so the
dispersion of the data matters; second, theoretically, if the data are drawn from distribution F', the
uncertainty (asymptotic variance) of the sample median is 1/2F’(m(F)), i.e., the inverse of twice
the density at the median, where m(F') denotes the median of the distribution F. If we re-scale the
distribution by a factor of h, then the density at median becomes F'(m(F))/h, consequently the
asymptotic variance of the median becomes h/2F'(m(F)) . So roughly speaking, the uncertainty of
sample median is proportional to the scale of data, and it is natural to require that the magnitude
of additive noise be proportional to the scale, of which the IQR is a good robust estimator ([11]).

Suppose the algorithm S returns a number s # L, we can discretize R! in two ways: BW =

{B,(j) = [kh, (k + 1)h)}kez, and B®? = {B,f) = [(k—0.5)h, (k + 0.5)h)}kez, where h = h(s) =

sn~1/3 is the proposed magnitude of additive noise, the testing is similar to that used in algorithm
S. To be concrete, for a particular discretization B, we can find the bin containing the data
median m(D), denoted by BY) (D). Consider the following query:

Q1 : How many data points need to change in order to get a new database D such that
m(D) ¢ BY)(D)?
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Clearly, the sensitivity of query )1 is at most 1, for the same reason as in the proof of Lemma
8. Let Agj)(D) be the answer to @1, under discretization BY), let jo)(D) = Agj) (D) + 21, where
z1 ~ Lap(1/e). If Ay <2, then adding noise calibrated to h will ensure differential privacy because
|m(D") — m(D)| < h for all adjacent D’. The algorithm proceeds with noise calibrated to h if Ry
is large; otherwise it returns L or looks for another discretization.

The algorithm M
e Input: (D,n,e,s).
e Algorithm

1. If s = A then set s = S(D,n,¢).

2. If s = L, then return L, otherwise let h = sn~1/3 as defined earlier. ®

3. For each discretization, (j = 1,2)

— Find BU)(D).
— Compute jo).
- If R(lj) <1In?n+1, let mY) = 1. Otherwise let m) = m(D) + zf(,z), where
z,(,];) is randomly drawn from Lap(h/e).
4. If mM #£ L return m™).
Otherwise return m?.

“If s = 0, we can define h(0) to be any positive number, e.g., can choose h(0) = n~%. Since h is a fixed
mapping and s is (g, 0)-differentially private, we have h is also (g, §)-differentially private.

As with Algorithm S, this algorithm can be optimized by only computing m? if m®) = 1.
Theorem 12. (a) The algorithm M is (6e,v(n))-differentially private.
(b) The computation cost for M is O(n) assuming the data are sorted.

(¢c) Under the conditions in theorem 7 (c), and if F is differentiable with positive derivative at

the median, then
P(M(D) = 1) = O(n==""),

and )
M(D) 5 m(F), asn — oo.

Apparently, everything is analogous to the algorithm S, except that in Step 1 we call S to get
s in order to obtain a reasonable scale of precision at which the median will be released.
Proof of theorem 12 We first study the query Q1. @1 involves s, the output of S, therefore
the statement about ()1 should be conditional on s.
Lemma 13. The sensitivity of Q1 is at most 1, given s.

Proof. The proof is the same as that of Lemma 8. O

For a given s # 0, if A1(D) > 2, then changing 1 data point can change the median by at
most h = s/n1/3. Here we define a partition of the possible values of h, i.e., RZ°, into two sets,
based on a given database D:
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Definition 14. #) = {s € R**: 47 (D) > 2}

In the following discussion we use H\) = Hg) for short.
We have the following simple lemma analogous to lemma 10 (b):

Lemma 15. For any s € Rzo\Hg), we have P (mV) # L|s) < ip=chn,
Proof. Same as in Lemma 10 (b). O
Lemma 16. For j = 1,2, the computation of m9) s (55,n*dn")—diﬁerentmlly private.

Proof. Since it does not matter which disretization to look at, we omit the index j and use m in the
place of mU). All the indices j in the following proof refer to the discretization in the Algorithm S.
The notation “S = L” is shorthand for “the output of Algorithm & is L.”

Starting from the L case, by Lemma 10 (a)

P(m=1)
=P(S=1)+P(S# L,m=1)
<EP(S=1)+P(S+# Lm=1)

—eP(S=1)+P (s(l) 4 1M = J_>
+P (S(U = 1,5@ % 1 = J_) : 9)
For j = 1,2, define D(()j) ={D: A(()j)(D) < 2}. When D ¢ D(()l), we have, by Lemma 10 (b),

P(sW # L= 1)
<P(sM #£ 1)

IN

1
infelnn. (10)
When D € D(()l), we have, by Corollary 11 and Lemma 13,
P (s(l) £ 1 = L)
=P (s(l) 41, R <Iln’n+ 1)
:/ P(R1§1n2n—|—1)p(3(1):s)
5>0
e pl 2 2e, 1 (1) _
< eP(ngln n—i—l)ep s\ =s
s>0
S (s(l) 4 1, R <In’n+ 1)
—e5 P/ (s<1) £ 1,m= J_) . (11)
Combining (10) and (11), we have

P(sM £ 1 m=1)

1
<e¥*P'(sW £ Lom=1)+ En*dn". (12)
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As for the third term on the right hand side of (9), apply exactly the same argument as in (10),

(11), and (12) to obtain
P <s(2> £ 1 = L‘ s = J_)
<e¥p! (s<2) £ 1= L’ s = L) n %nfln".
Finally, we have
P (s<1> — 1,s@ £ 1 = J_)
—p (s(l) - L) P (s<2> £ 1= L’ s = L)

<P (s“) = L) X <e3€P’ <3(2) £ 1 = L‘ 1) — L) n ;nslnn>

~—

<e P (5(1 - J_> ¥ &3P (3(2) £ 1= L’ s — L) + %n—““"

<e'ep! <s<1> =1,5@ # Lom= L) + 1yl

— ? ) 2 *
So putting (12) and (14) on the right hand side of (9) we have
Pl = 1)<e*P'(m=1)+ncm"

Next we consider non-L case, i.e., for some C' C R consider P(m € C'). Now we have

P(meC)
=P(S#1L,meC)

—p (s(l) £ 1,me C) e (s<1> — 1@ %l me c) .
Let us investigate the first term on the right hand side of (16).

o If D ¢ Dél), we have, by Lemma 10 (b)

nfelnn.

P(s<1> 7u,mec) SP(S(l) 7u) <

N | =

e On the other hand, if D; € D(()l), then, by Corollary 11 and Lemmas 13 and 15,
P <s<1> £ L, i€ C)
:/p<s(1) :S>P(R1 >1n2n+1)P(z,(,1)+m€C) ds
:/ p(sV=s) P (R >m?n+1) P (=) +meC)ds
SEH(Dl)
—|—/ p(s(l):s>P(R1>ln2n+1)P(z,(,1)—|—m€C')ds
sé’H(Dl)

</ 0 ey (s(l) = s) e P’ (R1 >In?n+ 1) e P’ <z7(ﬁ) +m e C’) ds
sEH
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-I-/ P st = s) %niEln”P (z,%) +m € C) ds
s¢H

1
<etep! (s<1> 41 me C) +5neh, (18)
Combining (17) and (18), we have
1
P (s<1> £ 1,me 0) < elep! (3(1) £ 1,me 0) +gnehn, (19)

The same analysis also gives an inequality concerning the second term in the right hand side
of (16),

P(s® 2 1,me C’ s =1)
<e P (s 2 Linec|sV=1)+ %n—slnn,
indicating that
P(sW=Ls® 21 mec)
P

(s<1> - L) P (5(2) £ 1meC

st = J_>
1
< 1 — de p/ [ o(2) 5 1) — L _—elnn
_P(s L)x(e P(s #J_,mEC‘S J_)+2n
<efP' (3(1) = J_) x et p! (3(2) # 1,me C’) s = L) + %n*“n”
<e’p! (s(” =1,sP£1me C) + %n—“n". (20)
Put (19) and (20) in the right hand side of (16), we have

P(meC)<e®P (meC)+nchn (21)

Proof of theorem 12. (a) The result is straightforward based on Lemma 16 and the fact that m
and m® are independent, using similar argument as in the proof of Theorem 7 part (a). A
detailed proof under a general framework is given in Section 8.

(b) Suppose the data points in D are sorted as x(;) < (o) < ... To compute Agj)(D), it is
sufficient to compute min{i : z(; € B’(fi)} and max{i : z(; € B,(cz,)}, which can be done in
O(n) time.

(c) The proof is essentially the same as that of Theorem 7 (c), except doing the conditional
analysis on the event

Ey: {S(D) e [;n_l/ZOIQR(F),2n1/2OIQR(F)] } :
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By the results in Theorem 7 (c¢) and (d),

P(Eg) > 1— O(n~nm),

Let | = m(F) —n=2/5 r = m(F) +n"2°, I = m(F) — 2n=2/°, ¢/ = m(F) + 2n~2/°. By
differentiability of F', we can find constant & > 0 such that for all large enough n,

1. F'(x) > &on (I',1).
2. énh/4 > 41n*n + 4.

Define similar random events as in theorem 7 (c):

(i) Er={m(D) € [l,r]}.

Pp(E1) =1 — Pp (m(D) <1, or m(D) > r)
>1— Pr(m(D) <1) — Pr(m(D) > r)

>1—2Pp | sup |F(z) — F,(z)| > §n2/5>

N

>1-— 006761"1/5. (22)

(ii) By = {min(|IDN (I, 1)|,|D N (r,r")]) > &n®/5/2}, using Hoeffding’s inequality as we did
in the proof of Theorem 7 (c), part (ii), we have
Pr(Ey) > 1—coe ™"

Note that on Ey, h = Q) (n_23/60), then for large enough n, n=2/5 < %h. By our construction of
BU)| j = 1,2, there exists at least one BU), such that [I,/] ¢ BU)(D). Then on EgNE;NE;
we have Agj)(D) > ¢n3/5/2 > 2In’n + 2. So we have

P (m(j)(D) = 1|Eyn Er N E2> <0 (n—““”) .
Remember that P(Eo NE1NEy) >1—0(m ™") we have

P (m(j)(D) _ J_) <0 (71761 lnn) ’

which indicates

P(M(D)=L|S(D)# 1) <0 (n_cl ln”) .

On the other hand, we know that under the assumptions, P (S(D)) # L >1—-0 (n—ertnny,
then we finally have the desired result in part (c) of Theorem 12

PM(D)=1)<0 (n*q lnn) .

The other claim holds trivially based on the above results.
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7 Linear regression.

The linear regression model is

Y = X783+,

where Y € R!, X, 3 € RP, P(||X|| >0) =1, and ¢ € R! is independent of X and its distribution
is continuous and symmetric about 0.

The data set D = {(x;,y;)}_,} consists of n iid samples from the joint distribution of (X,Y’),
and the inference task is to estimate . In this section we first introduce a simple short-cut
regression algorithm which fully utilizes the previous scale and median algorithms, then we describe
a differentially private algorithm based on a particular robust regression estimator.

7.1 A short-cut method

A simple way to carry out an (g, §)-differentially private regression analysis is to transform the
regression problem to a simpler one which has been worked out already, such as the scale and/or
median. We propose the following “short-cut” regression algorithm.

At a high level, the algorithm first randomly partitions the inputs into disjoint blocks of p
data points each. An approximation to 3 is computed from each block. This gives n/p independent
approximations to 3. For each coordinate, run Algorithm M on a dataset consisting of the n/p
different values obtained for this coordinate to obtain a single output value for this coordinate.
Output the vector consisting of these p coordinates.

We now define é, which, as we will presently explain, gives an approximation to 8. Intuitively,
the “p copies of X” mentioned below correspond to the data items in one of the n/p blocks in the
informal description above (recall each data item is of the form (z;, ;) for 2; € RP). Let ¢ = X1,
where q;: {é1,...,0p}T is a px 1 vector consisting of p i.i.d. copies of ¢, and X = (X1, ... 7Xp)T is
a matrix that consists of p i.i.d copies of X (assume that X is invertible with probability 1, which
is just requiring the design matrix is of full rank with probability 1). Also letting Y = X5 + d_; be
the associated vector of Y, then X~'Y is an approximation to 3. In fact, multiply both sides of
the equation

Y=X3+¢

by X! to get XY = 3+ X*1q§. By the assumption that ¢ is symmetrically distributed and
independent of X, we have that each coordinate of ¢~> is symmetrically distributed. For 1 < d < p,
let IQR,; = IQR(éd). We will use this in the next section.

For now, we obtain the following short-cut linear regression algorithm:
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The algorithm Rg
e Input: (D,n,¢).
e Algorithm

1. Randomly partition the data points into m = |n/p| groups of size p.
2. In each group, compute the least square estimator of 3, i.e., XY, and store
it.
3. Let D@ 1 < d < p be the dataset consisting of all the dth coordinates of the
stored vectors.
4. For 1 <d<p
Run M on (D(d), Ln/pj,s,A). Return M (D) as the estimate for Sy,
where 8 = (B1,...,8,).

Readers familiar with the Subsample-and-Aggregate framework of Nissim, Raskhodnikova, and
Smith [17] can view Algorithm R in this light: the observations are partitioned into blocks (sub-
sampling), where each block yields a value for 3; these values are then aggregated by p invocations
of M.

Algorithm Rg is a direct application of the algorithm M, and based on our previous analysis,
Rs is (6pe, v(n))-differentially private (say, for constant p, independent of n). Clearly the computa-
tion time is O(n), assuming the data are sorted, O(n logn) otherwise, and under mild distributional
assumptions on X and ¢, such as continuous and positive density, the probability of getting L is
negligible in n and the estimator is consistent. The proof of the differential privacy of Rg is a bit
different from the previous ones and we will prove a more general form in section 9.

7.2 A Robust Regression Estimator

In this subsection we follow the framework: that is, starting from a robust regression estimator
of 3, proposing a scale of additive noise based on the order of magnitude of an expected deviation,
and then testing if that scale is enough for differential privacy. The particular robust regression
estimator H whose output £ is defined as follows (see [12] for more detail):

A~

f = argmin fp(f),  where fp(f) = > lyi — i B/ llill. (23)
i=1

The specific output B may depend on the optimization algorithm used.

Here for presentation simplicity we illustrate the algorithm and discuss its validity in the case
p = 2, and the generalization to other value of p is straightforward.

Suppose we are given any algorithm which computes (D) € B(D), where B(D) is the whole
solution set to the optimization problem (23). Now 8 € R?, and a discretization in R? should be
the product of two discretizations in R!' which corresponds to the two coordinates of 3. As a result,
R? is discretized into rectangle cells:

{Cri = [kha, (k +1)h1) x [lhe, (1 +1)h2)}y ez,

where hgy, d = 1,2 is the proposed magnitude of additive noise for each coordinate of g. Similarly,
in order to avoid the “end point problem” (i.e., the situation that S(D) happens to be on the
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edge of the cell), one can consider multiple discretization. Since for each coordinate two different
discretizations B\ = [kh, (k + 1)h) and B{”) = [(k — 0.5)h, (k + 0.5)h) would be sufficient, we will
need to consider four product discretizations (in general p-dimensional problem this number is 2P).
For definiteness we list the four product discretizations as follows:

1
c) = {ngz) = [kh1, (k + 1)h1) x [lha, (I + 1)h2)}k,zez’

2
c® — {C,gl) = [(k — 0.5)hy, (k + 0.5)h1) x [lhe, (I + 1)h2)}k,lez ’

O® ={CiP = lkha, (k 4+ Do) x [(L= 05)ha, (L+05)h) }

O ={Cff) = [k = 0.5)h, (k+0.5)h) x [(1 = 0.5)ha, 1+ 05)ha) p .
Now for each discretization define CU)(D) to be the bin in the jth discretization such that S(D) €
CU)(D). Tt is generally hard to track B(D) since it depends on which particular optimization
algorithm is used, but it is easier to consider B(D) which is an intrinsic property of the optimization
problem determined totally by D. As we will see, in the cases of interest to us B(D) will typically
be small and covered by one of {C(j)(D)}j:L,,,A. Here the testing query is slightly different from
the previous ones:

Q2: How many data points need to add or delete in order to get a database D such that
B(D) is not covered by CV)(D)?

Note that we view (hq, ha) as fixed, so we don’t explicitly list them as inputs to Qa. Agj ) (the true
answer) and Réj ) (the true answer plus noise) are defined similarly as before. Because changing one
data point could be viewed as equivalent to deleting one original data point and adding one with
the modified value, if Agj ) > 3 for some J, then for all adjacent databases D’ such that |D’| = |D|,
we have |B4(D’) — B4(D)| < hq for d =1, 2.

Then a differentially private algorithm for this estimator can be described as:
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The algorithm Ry
e Input: (D,n,¢).
e Algorithm:

1. Compute B(D).

2-4. The same as steps 1-3 in Rg (Partition; within each group compute §; define
the sets D@ d =1,2.).

5 For1<d<2

Run S on (D(d), Ln/2j,€). If any of the outputs is L, then return L.
Otherwise denote the outputs as sq, 1 < d < 2, and let hy = sd/n1/4.
Also, if s4 = 0, let hy = n~ /2.

6. For1 <j53<4
— Compute jo)(D, (h1,h2)).
—If Réj)(D, (h1,hs)) <Inn?+2,let BU) = L. Otherwise BU) = B(D) 4 20),
where 20) = (z%j),zéj)) and zéj) ~ Lap(hg/¢) for d =1,2.

7. Find the smallest j such that ) # 1. If such a j exists, return Ru(D) = B,
otherwise return Ry (D) = L.

We have the following theorem ensuring the property of algorithm Ry:
Theorem 17. (a) The algorithm Ry is (11e,v(n))-differentially private®.
(b) Ry runs in O(n?) time'*.

(c) If
(i) For all1 < d <p, éd has continuous and positive density; and

(ii) f(B) = Ep|Y — XTB|/||X]|| is twice continuously differentiable, and EpX X1 /|| X|| is
positive definite, then .
P(Rg(D) = 1) =O(n= ™).

and )
Ru(D) 5 g7,
where 5* is the true value of regression coefficient in the model.

Remark 18. In the algorithm Rz, the magnitude of noise does not have to be on the order of n=1/4

(for general p our conservative choice is n~1/?_although n~/?*¢ would work). As can be seen later
in the proof, under the assumptions of Theorem 17, one can choose hg = sqn~/2<, for some small
positive constant ¢. The value n~1/% is chosen from a practical perspective that the discretized cell
contains approximately 1/y/n proportion of the data (the group of 8’s generated by the random
partition of D).

13The number 11 becomes 2?7 + 3p + 1 for general value of p.
Y“For general value of p, the running time is O(n?*!)
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Proof of Theorem 17. The proof of part (a) (differential privacy) is analogous to that of theorem
12 (a), and we omit it here, the only possible difference is that the analysis is conditional on the
random partition. We give a general proof in section 9.

To show part (b) (ease of computation), we need to study the answer to query Qg. Let us
start from another query

Qg : For a particular 8 € R?, how many data points need to be added or deleted in order
to get a database D, such that § € B(D)?

Let A(D) be the answer to Q2, on database D. Clearly A(D) = infggc(py Ap(D), where
Ag(D) is the answer to the query Qg on database D.

To compute Ag(D), we need to explore the structure of function fp(/3). A first observation is
that fp(B) is convex and piecewise linear. The convexity is trivial since each term in the sum in
(23) is convex. To see piecewise linearity, define ¢; = {y € R? : y; — x1y = 0}. Then the ith term
in (23) is just the distance from 3 to £;. The space R? is partitioned into O(n?) convex regions by
these n lines, and the lines themselves are cut by each other into O(n?) line segments or half lines
with O(n?) intersections. In the later discussion, the terms “region”, “line segment”, “half line”
and “intersection” all refer to those described above.

Note inside each region, fp(8) is a linear function, since now for each i, |y; — x B|/||zi| is
linear confined in the region.

The minimum of a convex function can be characterized by the subgradient:

Definition 19 (Subgradient). A vector + is called a subgradient of f at 3, if

FB+A) > f(B)++"A, VA.

The set of all subgradients at [ is called subdifferential, denoted by 0f(3). Clearly, if f is
convex and differentiable at 3, then 0f(5) = {df /dB}, a set with a single element.
A result in convex optimization gives the characterization of the minimum of f in terms of

of:
Theorem 20 ([4]). For any convex function f and 5 € Domain(f), B is a global minimizer of f
if and only if 0 € Of ().

The next question is how to compute 9 fp(8). For § in the interior of a region, fp(/3) is linear
inside that region, so df(8) has only a single vector df /d3. When 3 is on the line segments, half
lines or intersections, fp () is not differentiable and 0 fp () contains multiple elements. Now such
a [ is surrounded by several regions. For example, if 5 is in the interior of a line segment or half
line, it is surrounded by two neighboring regions; if 3 is the intersection of two lines, there are four
surrounding regions. Denote these surrounding regions by R,,r = 1,...,79, and let f,(-) be the
linear function that agrees with fp(:) on R,. Then we have, on a small open neighborhood of S,

fp=max{f.,r=1,...,r0},

and
fr(B)=fp(B), r=1,...,70.

Another basic result in convex analysis and optimization gives the description of 9f(f):

Theorem 21. If f = max,—1,._,, fr, then

ofB)=CcH J {9£(B)},
rfr(B)=£(B)
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where CH means the convex hull.

Therefore, for any 3 € J;'_, ¢, i.e., those not in the interior of a region, denote the derivatives
of the linear functions f, by ~, for r =1,...,rp, then 9fp(8) = CH{v1,..., %}

With these preliminary knowledge about the structure of fp and its minimum, we have the
following lemma:

Lemma 22. Ag(D) = (infveafD(ﬁ) 11

Proof. Suppose (3 is surrounded by 7 regions'®, namely, R,, r = 1,...,rg. For r = 1,...,rq, let

v be the derivative of f, at B, where f, is the linear function that agrees with fp on R,.Then
dfp(B) = CH(v,...,7), where CH(+) denotes the convex hull.

Let D be another database obtained by changing k£ data points of D, and the correspond-
ing objective function in (23) is f;(3). Note that adding/deleting data points is equivalent to
adding/deleting the lines ¢;, since each data point (x;,y;) corresponds to a line ¢;. A consequence
of such a adding/deleting is that two regions might merge (in case of deleting), and a region might
be cut into smaller regions (in case of adding). Note also that modifying a data point is equivalent
to deleting it and inserting a new point with the modified value. As a result, the set of regions
that surrounds /3, namely {R,,r = 1,...,79}, might be changed to {Rt,t =1,...,tp}. Let g be
the linear function that agrees with f5 on Rt, and \; be its derivative at 5. We have

Ofp(B) = CH(A1, ..., M),

and
)\t = VTz + U t= 17 "‘7t07 Tt S {17 "'7T0}7

where n; = 895;? ) %ﬁ(ﬁ) is the change of Ofp (also V fp) at some particular 5; € R,, N R, incurred

by changing the data points.
Note that if 3 minimizes f7(-), then 0 € 0f(8), that is, there exists p1, ..., pgg > 0, Ziozl e =

1, such that
to
0= Z Mt)\t-
t=1

Then we have

to

0="> (v, +m)

t=1

to to
= Z HtYre = — Z e

t=1 t=1

ro to
= ==Y s 20, Y =1

r=1 t=1 r
0 to
S el = |1 wm
r=1

=1
= max||n|| > inf .
ax |[7| Veaf(ﬁ)lhll

=

< mfoﬁtH

'5In case that §8 is in the interior of a region, ro = 1
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The second implication follows by adding coefficients of the r;, and the third because for all i, the
ith term is bounded by p; max ||7¢||. Note that 7, is the change on the subgradient at a certain
point B € R, N Ry incurred by changing k data points in D, and that the magnitude of change
on the subgradient by a single addition or deletion is at most 1. So one needs to add or delete
at least [||m||] data points to induce a change on the subgradient by 7;. As a result, to make
f to be the solution of (23), one needs to change at least [inf.cor, (5 [|7]]] data points. Thus
Ap(D) > [infycopn s I]]-

On the other hand, let 7o € 9fp(B3) such that ||[y|| = inf,cpy, () |[7]|- Then one can always
add {infyeafD(ﬁ) ||7||] data points such that f5(8) = 0fp(8) — 7o, making 3 the solution of (23).

To see this, let k£ = [||7||]. One can always find (2}, ), i = 1, ..., k, such that ||z}|| = 1, Zle T =7
and y, > z/T 8. Then f5(8) = fp(B) + S (v — 2T B). As a result

k
0fp(B) =0fp(B) =Y i =0fp(B) =7,
=1

which implies 0 € f(8). Therefore Ag(D) < [inf cor, ) [17]]- O

As for part (b) of Theorem 17, a first observation is that to compute Ag(D), it is enough to
find the infimum of Az(D) among all 8 ¢ CU)(D), for any given j. Due to the piecewise linearity of
fp, Ag(D) is the same for all 5’s inside a region, line segment, or half line. As a result, it is enough
to consider all the regions, line segments, half lines and intersections. One further observation is
that for any £ inside a region R, one can always find a 3’ on the boundary of R, i.e., on the line
segments, half lines or intersections. Then by the argument above we have Ag (D) < Ag(D), since
dfp(B) C dfp(B’). So it suffices to focus on all the line segments and intersections. For each line,
a pass through the data set can find out all the line segments, half lines and intersections on it,
by simply computing its intersection with other lines. This takes O(n) time in computing all the
intersections, and another O(nlogn) time to sort the intersections which gives the line segments
and half lines on it. So it takes O(n?logn) time to compute and store all the line segments, half
lines and intersections. For each of them, it takes O(n) time to compute the subdifferential and
hence Ag(D). Finally, finding the smallest of them takes O(n?) time. Summing up, all of these
can be done in O(n?) time (O(nP*!)for general p).

It remains to show part (c¢) of Theorem 17 (good behavior on nice distributions) . The main
idea is the same as previous: use law of large numbers to ensure, with high probability, Ag(D) are
not far from its average over all random D drawn from F. However, here we have infinitely many
B in the set R?\CW) (D), which means we need to control the maximum of a stochastic process
instead of finite number of random variables. To be concrete, one subgradient of f at 8 can be
written as:

9(B) =" sign(y; — af B)x;/||xill,
=1

the norm of which, under the condition in part (c) of theorem 17, approximates Ag(D) within a
constant of 4, since there are at most two lines crossing 8 which indicates diam(9f(5)) < 4.

Then we need to show that minggco)(pyllg(8)|] > In?n for some j, with high probability.
The scheme is similar to the proof of theorem 12 (c). Recall that

f(8) = Brly — XT|/1X|l,

then our assumption ensures that f has a unique minimum S*.
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Consider the cell
. 1 | . 1 L, 1
L= |B]— §h1,51 + Shl] X [52 - §h2752 + ghz .

Define event Ey = {sd € [%n_l/mIQRd, QnI/ZOIQRd] ,1<d< p}. From the proof of Theo-
rem 12 (c) we know that P(Fp) > 1 — O(n~1"").

On Ej we have ||h|| — 0, and by the strict convexity and differentiability of f, there exists
constant ¢ such that for large enough n,

IVf(B)I| = ellnll, for all § € LC. (24)

Intuitively ¢g(8) (and hence Ag(D)) can be approximated by ||[nV f(5)||, and L is small enough for
large n, hence well covered by C)(D), for some j. So we expect that ||Ag(D)|| = Q(nh).
Rigorously, consider the stochastic process

n

g(D:5) = -3 sian (6 — XT'(5 — %) X/l

i=1
Note that

n C

ng(D;B) = Vfp(B), forall e (U £i> ,
i=1

as a result .
As(D) > nllg(D; B)|] - 1, meB€<U&>. (25)
i=1

The sketch of proof is first to use the uniform bound on empirical processes to get a lower
bound of infﬁe((Uéi) UL)° Ag(D). Then we extend the result to all 3 € LC, using the continuity of
the distribution of ¢ and X.

First let B be a countable dense subset of LE, V4f(83) and g4(D; ) be the dth coordinate
of the corresponding vectors for d = 1,2. The theory of empirical processes gives us the following
lemma follows largely the argument used in [18, Ch II.3]:

Lemma 23. Ford=1,2

Pr <Sup 194(D; B) = Vaf(B) > n1/3> <O (nQe’clnl/S) .

BeB
Denote by Ej the event {supscp |94(D; ) — Vaf(B)| < n_l/?’}. Then
Pp(Ey) >1-0 (nQe_clnl/g) .

Next we confine the analysis on Eg N Fy, where we have ||h|| = Q(n=3/19), so for large enough
n, n~1/3 < Lc||h||. Then (24) and (25) implies

2-+2

inf Ag(D) = n|[VF(B)|] = nl[V(B) = g(D; B)|| =1 >

1 7/10
inf enl|h|| - 1 Q(n ) (26)
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Because B is dense in LY, (26) simply implies that the same bound hold for all 8 € (U}, ¢) U L),
i.e.,
inf As(D) > Q <n7/ 10) .
pe((Ui 6)UL)

Furthermore, for those 8 € ¢; N LE for some i, since there are at most two lines crossing /3,9
based on the fact that diam(9fp(f)) < 4 and that B is dense in L, we have

Ag(D) > inf Aﬂ(D) — 4.
ge((U, 6)UL)”

Then we finally have

. 7/10
Jnf A5(D) >0 (n ) . (27)

Clearly (27) implies that 8(D) € L because Agpy(D) = 0. Furthermore, by the construction
of C’(j)(D),j =1,...,4, and the definition of L, there exists at least one j, such that L C C(j)(D).
Then (27) implies Agj)(D) > Q (n7/10). So for large enough n, we have Agj)(D) > 2In’n + 2,
which implies P(Ry(D) = L|Ey N Ey,s # 1) = O(n¢™"). But as shown in theorem 7 (c),
P(s# 1) >1—0O(n~™") under our assumptions, as a result, we have the desired inequality for
theorem 17 (c):
P(Ry(D) = 1) <O(n~c"m).

8 (&,6)-PTR Functions

So far we have seen several examples of (e, §)-differentially private release for robust estimators.
These mechanisms share the same spirit. First an insensitive magnitude is proposed, then we test
privately whether this magnitude is big enough such that the an additive Laplacian random noise
calibrated to it is enough to provide the e-differential privacy. We call such a framework Propose-
Test-Release (PTR). Now we study the in general random functions of the form T'(D,s), where
D is a database and s is a second input used in computing a proposed bound on local sensitivity.
This computation, call it g(D, s), can be independent of D (as in Algorithm S, where g(D,s) =1
is the bin width used in the discretization of R for the logarithm of the interquartile range, or it
can depend on D, as in Algorithm M, where a scale g(D,s) = S(D) is computed and then used
to obtain the bin width for testing the sensitivity of the median. From now on we always treat D
and D’ as non-random, and the probability is over the coin flips of the random function 7', which
are always independent of everything else. Similarly, P(-) refers to the probability when the input
database is D and P’(-) refers to the corresponding probability when the input database is D’. The
following definition is the main building block of this framework, which abstracts the key properties
of our previous algorithms such as S, M and Rg:

Definition 24 ((£,9)-PTR function). A function T(D,s) : D x (CU{L}) — C" U {L} is called
(¢, 8)-PTR if

1. P(T=1|s= 1) =1, for all D.

16Because the distribution of ¢ is continuous, the probability of having three or more lines intersecting at one point
is 0.

32



2. For all s € C, D and D’ adjacent,

P(T =1|s) <e*P(T =1]s), (28)
P(T # L|s) < eP'(T # L]s).
3. There exists G(T, D) C C, such that if s € G(T, D), then for all D" adjacent to D and all
crcc
P(T € C'|s) < e*P'(T € C']s), (29)

4. if s ¢ G(T, D), then for all D € D, P(T # L|s) <.

In our discussion, for notational simplicity we will drop the dependence on (g, §), by just saying
PTR.

It is clear that when s does not depend on D, then a mechanism that computes the PTR
function is (2¢,¢)-differentially private. However, in the three examples we have seen, only the
algorithm S falls into this category; in this case s is the bin width'” In the other algorithms the
input s, depends on D; indeed the inputs are themselves produced by a PTR function with D as
part of its input. In addition there are still issues such as considering many discretizations, using
the random partition as the input data base, etc. So we need a to consider a wider class of functions
in the PTR framework.

Definition 25 (Cascade). Let t1,...,t; be a sequence of elements in CU{_L}. The cascade function,
Cas, applied to the sequence is the leftmost (that is, smallest indexed) ¢; that isnot L, 1 < j < J,
if such an element exists, and _L if no such element exists. That is,

J —
Caszlt]’ — t]O’

where jo = min{j < J :t; # L} and if t; = L for all j, Cas;>1t; = L. We call the number J the
length of the cascade.

We abuse notation and, when there is no possibility of confusion, refer to a computation
whose output is the result of applying a cascade operator over the outputs of a sequence of PTR
computations as a cascade, or a cascade computation. Algorithm & is an example of a length 2
cascade, since up to two different discretizations are used in a computation, and the algorithm
outputs the first non-_L value obtained. The input s is the bin width in the discretizations.

Sometimes the values in the sequence to which the cascade operator is applied are themselves
the result of a (function of a) cascade. This is the case in the median Algorithm M, whose output
is a length 2 cascade where the elements in the sequence are computed using a value produced by
Algorithm S, itself a length 2 cascade computation. This suggests a cascade hierarchy, defined as
follows.

Definition 26 (Level-K (e,d)-Cascade). A function Vg (D,s) : D x (CoU{L}) » CxkU{L}is a
level-K cascade if '

Vie(D, s) = Cas]_, T (D, Vic_1(D, s)),
where Vi1 : D x (Co U{L}) = Cx_1 U{L} is a level-(K — 1) (g,0)-cascade computation, all
T[(g), 1<j<J:Dx(Cx_1U{L}) — CxU{L}, are (¢,0)-PTR functions, conditionally independent
given the inputs, and Vp(D, s) = s.

17Strictly speaking, the bin width, being a function of n = |D|, actually depends on D. However, as noted above,
in this work we assume n is known.
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Note that in Vi (D, s), there are 235 J;. (¢,6)-PTR functions which are (2¢, §)-differentially
private. Intuitively, Vi (D, s) should be (&, d)-differentially private, with & = 2371 Jre and
= Zszl Ji0. This is true, by the next theorem:

Theorem 27 (Composition theorem for general (e, d)-differentially private algorithms). Let T} :
D — Ty(D) be (e,0)-d.p., and for all J > 2, Ty : (D,s1,...,85-1) — T5(D,s1,...,85-1) € Cy
be (€,0)-d.p., for all given (s1,...,85-1) € ®JJ:_11 C;. Then for all neighboring D, D" and all S C
J
®j:1 Cj
P((Ty,...,Ty) € S) < e’ P'((Ty,...,Ty) € S) + J§.

First note that in Theorem 27, for any j, the space C; may contain L. It is not hard to see

that the cascade composition Vi (D, s) is a special case of the general composition. One just needs

to arrange all the T,Ej) in a sequence (T1,...,T), where J = Zszl Jiy and Tj gy (45 = T,gj)

for all k and 1 < j < Ji. Then Vi (D, s) is just a function of (71,...,7), which indicates for any
C CCxU{L}, P(Vk(D,s)) € C=P((T1,...,Ty) € Sc) for some So € @i, (Cr U {L})7x.

As a result, we can directly apply Theorem 27 to get the the result that any level K (g,0)-
cascade is (&', ¢’)-differentially private, with & = 2 Zszl Jipe and & = Zle Ji0.

A simple proof of Theorem can be given by induction, basing on the following lemma:

Lemma 28. Let T1(D) : D — Ti(D) € Ci be an (¢,0)-d.p. function, and for any s; € Ci,
To(D,s1) : (D, s1) — To(D,s1) € Ca be an (€,0)-d.p. function given the second input s1. Then we
show that for any neighboring D, D', for any S C Cs X C1, we have, using the notation in our paper

P((Ty,Ty) € S) < e*P'((Ty,T1) € S) + 26. (30)
Proof. For any C7 C Cy, define
u(C) = (P(Ty € C1) —eP(Ty € C))
then p is a measure on C; and u(C1) < § since T3 is (€,9)-d.p. . As a result, we have for all s; € Cq,
P(Ty € ds1) < e P'(Ty € ds1) + u(dsy). (31)
Also note that by the definition of (e, d)-d.p. , for any s; € Cy,

(e“P'((T2,51) € S) +0) A1l
(e“P'((T2,51) € S)) A1+6. (32)

Then (31) and (32) give (30):

P((TQ,Tl GS S P T2,81 eS)P(Tledsl)

1

(e“P'((T,51) € S)) A1+ 6) P(Ty € dsy)

IN

IN
\\Ep\m\

Tg,sl) S S)) ) P(Tl € dSl) +9
TQ,Sl) S S)) ) (BGPI(Tl € d81) + ,u(dsl)) +9

/S P ((TQ,Sl) S S) (Tl S dSl) +,U,(Sl) + 6
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< e*P'((Ty,T1) € S) + 26. (33)

In the equations above, S} denotes the projection of S onto C;. The event {(T2, s1) € S} refers
to {(T2(D, s1),51) € S} (or {(T2(D', 51), 51) € S}). O

However, the special structure for (g,6)-PTR function and the cascade composition enables
us to get better ¢’ and ¢ for the differential privacy of (e, d)-cascade compositions. Note that in
a level-K (g, d)-cascade composition, many T,gj ) may take value 1, and with such an output, T,E] )
contributes (g, 0) rather than (2¢,d) to the total bound of probability. A more careful investigation
gives the next theorem:

Theorem 29. A level-K (g,0)-cascade is (¢',8")-differentially private, with &' = (K + Zle Jk> g,
and §' = ( szl Jk> 0, where Ji is the length of the cascade at level k.

Roughly speaking, at each level there are at most Jp PTR functions, and their corresponding
¢’s add up, with all but one being simply ¢ and at most one being 2¢ (according to L or not). So
the final privacy coefficient €’ is simply adding up the €’s at each level. The theorem says that the
0 terms accumulate gracefully.

Before proving Theorem 29, we introduce some new notation. Since the randomness of an
(e,6)-PTR computation (and hence a cascade) comes from only the coin tosses, independent of D
and s, we write the probability of the random event {V (D, s) € C'} as P(C|s) whenever there is no
confusion. Furthermore, suppose Vi (D, so) is a level-K (g,0)-cascade with inputs D and s, and
for any C C CU{L}, and any sequence (j1,...,Jk), 1 < jr < Jp+1, V k, we write the probability
of the event {TIE]) =1,Vj <k, T,gjk) # 1, Vk VgeC}as P(ji,...,jk,C|so). The case

jk = Jr + 1 means that T,gj )= | for all 7, and for convenience we let = 1. Consequently

we use the convention that G(7, ]ng H), D) to be the whole space C; U{_L}. As above, for convenience
we use P’ to denote the probability when the input is database D’.

Lemma 30. If Vi (D, sg) is a level-K (g,0)-cascade, then for all C CCU{L}, and any 1 < j; <

J1+1;
K

P(j1,Clso) < eE+Zi=1IE Pl () Olso) + (Z Jk> 6P (j1]s0) + 815, <.
k=2

Proof. We argue by induction. First, when K =1,
P(j1,Clso)
=P (1 = 1vj < j, T € C‘ )
—p (Tf” — 1,V < j1’ 30> /Cd(s,jl; J)P(TI € ds|so), (34)
where the function d(s, j; J) indicates the region of integration according to the value of j:

1, ifs# 1, and j < J,
d(s,j;J)=< 1, ifs=1, andj=J+]1,
0. otherwise.

By the assumption of PTR mechanisms, if j; < J; and so ¢ G(Tl(jl),D), then the above
product is bounded by P(Tl(] 1) # 1) < 6. Otherwise, letting 1; <, denote the indicator function

35



that takes value 1 if j; < J; (in which case some non-L value is returned by the cascade) and 0 if
ji1 =J1 + 1 (in which case the cascade has value L), we always have

d(s, j1; J)P(TPY € ds|so) < e*bn=nd(s, ju; J1)P/(T1Y) € ds|so), V.
As a result,
P(j1,Cls0)
<eDep (TP = 1,¥j < 1| s0) /cemhqld(s’j“ WP (1) € ds|s)
Se(Jﬁ-l)éP/(jh Clso). (35)

Therefore,
P(j1,Cls0) < e TVEP! (1, Olso) + 015, <y,

i.e., the statement holds for K = 1.
Now assume K > 2 and the statement holds for 1,2,...,K — 1, then from the induction
assumption we have:

P(CIVi = 5)
Ja+1
=Y P(j2,C|V1 = 5)
J2=1
Jo+1 p K
< Z {€(K1+Zk—2 Jk)EP,(jQ, C|VY1 = 8) + (Z Jk> 5P(]2“/1 = 8) + 51j2§J2}
J2=1 k=3
K
<e(E=1+Zie I )e pl OV = s) + (Z Jk> 6. (36)
k=2
Then we check the validity of the statement for K:
P (j1,Clso)
=P (20 = L) < 3] ) /P(C\Vl = s)d(s. v )P (T € ds [so) (37)

If j1 < Jy and s ¢ G(Tl(jl), D), then the above product is bounded by d. Otherwise we have, by
(36) and the fact that d(s,j1;J1) <1,
)

K
g/ (6(K_1+ZkK_2 Jk)eP’(C'|V1 =s)+ (Z Jk> 5) d(s,j1;J1)P (Tl(jl) € ds‘ so>
k=2

S/G(K_1+z£{2 Jk)fp’(cﬂ/'l = 5)6251j1§J1 d(s, ji; Jl)Pl (Tl(j) S ds‘ So)

K
+ (Z Jk> 5/d(s,j1; J1)P (Tl(jl) € ds‘ so)
k=2

/P(C|V1 = s)d(s, j1; J1) P (Tfj” € ds
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KT, #2001, <) / P'(CIVi = s)d(s, ju; 1) P (TP € dslso)
K .
+ <Z Jk> 5/d(s,j1; J)P (TP € ds‘ 50) - (38)
k=2

Plugging inequality (38) into the right hand side of (37), we have, when sy € G(Tl(j v, D),
P(th’SO)
<p (Tl(j) —LVj< jl) so)

(K =143 Jut2x 15, < gy )e /P/ (j2, C|V1 = s)d(s, ]17J1)P/< T )Gds’so>

—I—P( T = J.V]<]1 S0 (éJk> d(s,ji;J1)P ( T )eds‘so)

<elin=e p/ (T1( D=1 Vi < j1\30>
% (K- 43K 2Jk+2x1]1<11)5/p/ ClVi = s) (S,jl;Jl)P, (Tl(jl) S ds‘ So)

K
+ (Z Jk> 5P (j1]s0)

k=2
. K
<eFF2iet WP/ (jy, Clso) + (Z Jk) P (39)
k=2

Finally, for all sg we have

K
P(jl’ C|So) < e(K'i‘ZkK:l Jk)aP’(jl, C|80) + (Z Jk) 5P(]1|80) + 51j1§J17
k=2

that is, the statement holds for K. ]

Proof of Theorem 29. The statement of theorem 29 is obtained by summing the result of Lemma
30overall 1 <j; <Jp+1. O

By the composition Theorem 27, Theorem 29 can be generalized easily to obtain differential
privacy of multiple independent cascades.

Definition 31 (Parallel Composition). A random mechanism W (D,s) : D x ®lL:1(C()J U{Ll}) —
®ZL:1(CK’Z U{L})is alevel-K L-(e, d)-parallel composition, if

W(D,s) = (Vi,k(D,s1), Va,xk(D,s2),...,Vrxk(D,s1)),

where s = (s1,...,s1), and Vi g, (1 <1< L) are level-K (e, 0)-cascades conditionally independent
given D and s. We call L the number of components in the parallel composition.

Corollary 32. A level-K L-(g,8)-parallel composition is (g',0")-differentially private, with ' =
(LK + th Jl7K)€, and 5/ — Zl,k Jl7k(5
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9 General input

Through the discussion in the previous section, one might note that in the definition of level- K
(e,9)-parallel composition, the first input of Tl(fg) (that is, the database, let us call it Dy, ;) does not
have to be the same for all values of (I, k, j). Such differences can arise in several natural ways. For
example, at the beginning of the shortcut algorithm the inputs are partitioned into n/p disjoint sets
of size p, and some computation is performed on each subset independently. This would look like
an ordinary (non-PTR) subroutine call on n/p distinct databases (all are drawn from the original
database).

Now let us take a close look at random partitions. Suppose |D| = |D'| =n=mp+¢q, 0 <¢q <
p—1,and D = {xy,...,2,}. The random partition m,(D,0) = {n}(D,0)},, where W;(D,O‘) =
{Toi—1)pt1)s - > To(ip) }> and 0 = (o(1),...,0(n)) is a random permutation of (1,...,n) generated
inside the procedure .

If D and D’ are adjacent, i.e., they differ at only one individual, with out loss of generality,
suppose D' = {z1,...,xp—1,2,,}. Clearly, for a given o, m,(D,0) and my(D’, o) has the same
number of elements and differ at no more than one element. Note that 71 (D,o) = D for all o.

Of course, the databases in subroutine calls can be drawn more generally from the original
D, and not only by partitioning. In the case of partitioning, if most of the partitions of D’ look
just like those of D; there will only be a difference in one of the partitions. In the more general
case there may be more differences. For example, the databases in the subroutine calls may be
independent random subsamples of the original database. In this case, if the subsampling is done
without replacement, then for any fixed sequence of random coins, corresponding subroutine calls
will have databases differing in at most one element when the original input is D’ and not D.

This motivates the observation that the results of the previous section hold when the first
input of Tl(',?

)

becomes Dy . j, provided that Dy ; and D; k. are adjacent for all (I, k,j).

Definition 33 (Generalized cascade). For a sequence of databases, D = (Dy,...,Dg), and s €
(CoU{L}), a function GV (-,-) : (D,s) — GVg(D,s) € Cx U{L} is a level-K generalized (g, ¢)-
cascade, if ‘

GVK(D, S) = CasjflTI({]) (DK, GVK_l(Dl;K_l, 8)) s
where GV _; is a level-(K — 1) generalized (g, d)-cascade and Tf(g) are (g,0)-PTR functions con-
ditionally independent given the inputs. Here, D1.x_1 denotes the submatrix of D consisting of
columns 1 through (K — 1).

Similarly we can define generalized (e, d)-parallel composition. Let Dy .51 denotes the sub-
matrix of D consisting of the /th row and columns 1 through (K —1).

Definition 34 (Generalized parallel composition). Let D = (Djx)i<i<ri<k<k,Dix € D and
s € ®ZL:1(C0J U{L}), a function GW(-,-) : (D,s) — GW(D,s) € ®ZL:1 (CxaU{L}) is a level-K
generalized L-(e, §)-parallel composition if

GW(D,s) = Vi,x(Dyk, Vl,K—1(Dz,1;K—1781)))lL:1 ,
where V] g are level-K generalized (e, §)-cascade conditionally independent given the inputs.

Corollary 35. Let D = (D x)1<i<p1<k<k and D' = (Df,k)lﬁléL,lﬁkSK- Suppose (Dy, Dzk) 18
adjacent for all (I,k). If GW(-,-) is a level-K generalized L-(g,0)-parallel composition, then for
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any's € @11 (Cop U{L}) and C C @/, (Cxy U{L}),

P(GW € C) < K0 )z PG € €) + Y Jid.
1k

Example 36 (Short-cut regression). In the short-cut regression algorithm, suppose the random
partition is given by m,(D, o), where o is generated by the procedure m,, independently of everything
else. Let f8; be the 8 determined by the data points in W;(D,U), if any. Then in the short-cut
regression algorithm, we have L = p, K =2, J;;, =2, and Dy, = {3}, for all [, k.

Conditioning on o, Dy and Df,k are adjacent, then by corollary 35, we have
P(Rs(D) € Clo) < e P(Rs(D') € Clo) + 4pé.

Summing over all possible o, we conclude that the short-cut regression algorithm Rg is (6pe, 4pd)-

~n(3)

What about the regression algorithm Rp? Note that the algorithm Ry consists of two steps,
where the first step estimates the scale of the uncertainty of the regression coefficient given by the
data, which is a level-1 2-(g, 0)-parallel composition. The second step is a level-1 (g, §)-cascade given
the scale estimation in the first step. Also note that the regression coefficients are not estimated
coordinate-wise, but estimated as a single vector in R?. This is none of the situations we considered
above. So we need to consider one more level of complication, that is, the sequential composition

differentially private. It should be noted that here § = % <@)

v € v(n).

of generalized parallel compositions.

Suppose t = 1,...,T, and C; ; are general measurable spaces. For s; € ®ZL;1 (CtoyU{L})and
set of databases Dy . , (defined below, with corresponding dimensionality), GWi(-,) : (D¢« «,s) —
GWi(Dy 4 ,8) € ®ZL:tl (Ce ki U{L}), a level-K; generalized L-(e,¢)-parallel composition. Define

(D), With D = (Dot ooy cier, 1<pe s, A0 let T4 Dy, ) be the jyzth PTR function
at kth level in the Ith component in GW;, and the length of cascade in V;;; is Ji;x. Consider
the nested subroutine composition of a sequence of generalized parallel compositions. That is, let
GW1,...,GWrp be a sequence of generalized L;-(g,0)-parallel compositions, for 1 < ¢ < T — 1,
GWiaq calls GWy as the second input. Then, by general composition Theorem 27 we have the
following theorem:

Theorem 37. Assume D = (Dt:hk)lglth,nggKt and D' = <D£?l’,€> LK <K, are two sets of
data bases. If Dy and D,’%k are adjacent for all (t,1, k), then for any s € ®lL:11(C1,0,1 U{Ll}) and

C C Q% (Crrpa ULL}),
P(Cls) < e P'(Cls) + ¢,

with ' =%, (Lth + D1k Jtl,k) g, and 0" =37, 11 Jii k0.

Example 38 (Robust regression). The regression algorithm Rz consists of two steps, first a scale
estimation on the set of intersections determined by a random partition of D, then the estimated
regression coefficient based on the scale estimation. The first step itself is a level-1 generalized p-
(,0)-parallel composition, with Dy ;1 = m,(D, o), where o is the random permutation independent
of everything else.

The second step of regression algorithm R is the test and release of the regression coefficient,
which is not done coordinate-wise. So this step is not a parallel composition but a level-1 (g, ¢)-
cascade, with C = (R U {L})” and output in R? U { L}, and the length of cascade is 2P. Summing
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up, we have K1 = 1,L1 = p,ji1,r = 2, and Ko = 1,Ly = 1,72, = 2P. As a result, by theorem
37 we know that the regression algorithm Ry is ((27 + 3p + 1)e, (2p + 2P)d)-differentially private.

—eln( 2
Similarly, here § = 1 (%) " e v(n).

10 Conclusions and Open Problems

The purpose of this work was two-fold: to obtain accurate, privacy-preserving, statistical
estimators, and to test the theory that robust estimators form a good starting point for differential
privacy. The outcome was uniformly positive: we succeeded in every attempt to adapt a robust
estimator to obtain differential privacy, and the distortion always vanishes as n grows.

We remark that this work began with a median finding algorithm inspired by the fact that
the empirical influence function for the sample median converges to a distribution if the underlying
distribution F has positive density at F~1(1/2). The algorithm privately tests density of the em-
pirical distribution at the sample median; if the density is sufficiently high, the algorithm proceeds;
otherwise it outputs L. We eventually found a simpler algorithm, M, described above.

The density test initiates a study of privacy-preserving hypothesis testing, an excellent topic
for future research.
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