Homework 2
Due Friday Feb 22 3:00 pm
Submit a pdf file on Canvas

1. Consider data (X1,Y7),...,(X,,Y,) where X; € R and Y; € R. Inspired by the fact
that E[Y'|X = 2] = [yp(x,y)dy/p(x), define
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Assume that [ K(u)du =1 and [uK (u)du = 0. Show that m(x) is exactly the kernel

regression estimator that we defined in class.

2. Suppose that (X,Y) is bivariate Normal:

(v )= (G) (7))

(a) Show that m(z) = E[Y|X = x] = a+ Sz and find explicit expressions for a and f.
(b) Find the maximum likelihood estimator m(z) = a + Bz.
(c) Show that |m(x) — m(z)]* = Op(n1).

3. Let m(z) = E[Y|X = z]. Let X € [0,1]¢, Divide [0,1]¢ into cubes By, ..., By whose

sides have length h. The data are (Xi,Y),...,(X,,Y,). In this problem, treat the
X,’s as fixed. Assume that the number of observations in each bin is positive. Let

(z) = ﬁ S YiI(X; € Bla)

where B(x) is the cube containing x and n(z) = >, I(X; € B(z)). Assume that
Im(y) —m(z)| < Lilz =yl

for all z,y. You may further assume that sup, Var(Y|X = z) < oc.

(a) Show that
[E[m(z)] —m(z)| < Cih
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for some C] > 0. Also show that

Var(m(z)) <

for some Cy > 0.

(b) Now let X be random and assume that X has a uniform density on [0, 1]¢. Let
h = h, = (Clogn/n)"4. Show that, for C' > 0 large enough, P(minn; = 0) — 0 as
n — oo where n; is the number of observations in cube B;.

. Consider the RKHS problem

= argmin Z gt M 13, (1)

fer 4

for some Mercer kernel function K : RY x R? — R. In this problem, you will prove
that the above problem is equivalent to the finite dimensional one

a = argmin ||y — Kalj3 + A" Ka, (2)
acR™

where K € R"*" denotes the kernel matrix K;; = K(x;, ;).
Recall that the functions K (-, z;), ¢ = 1,...n are called the representers of evaluation.
Recall that
o (f,K(-,x;))nu = f(x;), for any function f € H
o |13 = Z” Lo K (2, ;) for any function f =30 | au K (-, ;).
(a) Let f =30, 0K (-, 2;), and consider defining a function f = f+ p, where p is any

function orthogonal to K(-,x;), i = 1,...n. Using the properties of the representers,
prove that f(x;) = f(z;) for all i = 1,...n, and || f||3, > || fI3-

(b) Conclude from part (a) that in the infinite-dimensional problem (1), we need only
consider functions of the form f = " ;K (-, 2;), and that this in turn reduces to

(2).

cLet X = (X(1),...,X(d)) € R and Y € R. In the questions below, make any
reasonable assumptions that you need but state your assumptions.

(a) Prove that E(Y — m(X))? is minimized by choosing m(z) = E(Y|X = z).

(b) Find the function r(x) that minimizes E|Y — r(X)|. (You can assume that the
conditional cdf F(y|X = x) is continuous and strictly increasing, for every x.)

(c) Prove that E(Y — 87 X)? is minimized by choosing 8, = B~'a where B = E(X X7)
and a = (aq,...,aq) and o = E(Y X(5)).
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6. Consider the many Normal means problem where we observe Y; ~ N(6;,1) for i =
1,...,d. Let # minimize the penalized loss

> (Y= 67+ MJ(0).

(2

Find an explicit expression for 8 in three cases: (i) J(@) = ||9]]o, (1) J(O) = ||0]|1, (iii)
J(0) = 1162



