10702/36702 Statistical Machine Learning, Spring 2008: Midterm
Solutions

March 17, 2008

1 Regression [25 points] (Robin)
Let X; € R and X5, € R and

Y = m(X1, Xa) + € (1)
where E(e) = 0.

(a) Consider the class of multiplicative predictors of the form m(z1,z2) = fz1ze. Let B. be the best
predictor, that is, 3, minimizes E(Y — 8X;X5)?. Find an expression for 3.

% SOLUTION: R = E(Y — X, X>5)?
9k — _9B(Y — fX1X2) X1 X2 =0

oB
o E(YX1X2)
= Bx = TxxD)

(b) Suppose the true regression function is
Y = Xl —|— XQ —|— €.

Also assume that E(X;) = E(X3) = 0, E(X?) = E(X2) = 1 and that X; and X5 are independent.
Find the predictive risk R = E(Y — 3.X; X2)? where 3. was defined in part (a).

% SOLUTION:

- = Emey -0
= E((X1+ X2 +6¢)(X1X2))
= B(X{Xy+ X1 X3+ X1X))
= 0
Hence, E(Y —X1X2)? = E(Y?)
= E((X1+X2+¢)?)
= B(X?+ X3+ +2X1 X0 +2X 6+ 2Xq¢)
= 2+ E(?)
(¢) We are given n observations (X1,Y1),...,(X,,Y,) from (1). Give an estimator 3, for 3, and show

that it is consistent.
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2 Bayes and Minimax [25 points] (Jingrui)
Let X1,..., X, ~ f(x;0) where f(z;6) is a distribution from the family of distributions
P={f(z;0):0c O}.

Let the loss function for an estimator § be

(a) Define the risk function R(6,6).

% SOLUTION:

(b) Define the minimax estimator.

% SOLUTION: 6 minimizes sup, R(6,0).
(c) Let m(#) denote a prior distribution. Define the Bayes’ estimator 0, with respect to .
* SOLUTION: 6, minimizes R, = [ R(6,0)x(6)d6.

(d) Show that the Bayes estimator is

0, =E(0|X1,...,X,).

% SOLUTION: R, = [[[(0— 02f(01X) = x1,..., X, = xp)d0)m(z, ..., 2,)dey ..., dx,. Taking

the partial derivative of [(6 — ) f(6|z1,...,x,)df with respect to 0, we have

a ))2 = A— X X n
= (0 — 6) f(0|x1,...,xn)d9_2/(0 0)f(0lz1, ...,z +n)db

Setting it to 0, we get § = [Of(0)z1,...,x,)d0 = E(O| X1, ..., X,).

(e) Suppose that R(0,0,) = ¢ for some constant ¢. Show that 0 is minimax.

Y SOLUTION: Let 0 be any other estimator, then

sup R(0, ) > / R0, 0)7(0)d0 > / R(0,6.)7(0)d6 = ¢ = sup R(0, 6,)
0 0

Therefore, 0, is minimax.



3 Model Selection [25 points| (Robin)

Suppose we have the following data: (X1,Y7),...,(X,,Y;) where Y; € R and X; € RP. Assume that p < n.
Also assume that

Y, = XB+e

where €; has mean 0. Let X be the n x p design matrix, that is, X(4, j) = X;;. Suppose that XTX = I where
I is the p x p identity matrix. (We say that the design matrix is orthogonal.)

(a)

4

Recall that the ridge regression estimator is
=X+ )XY

where Y = (Yi,...,Y,)T. Find the predictive risk of 7(z) = 27 3. Hint: first find the mean and
variance of (.

* SOLUTION: = (XTX + A)7'XTY = (I + M)7'XTY = (L X7Y = [LXT[XB + ¢ =
1+)\ + 1+)\XT

g= E(ﬁ)_: ESY V(B|X) (1+A) XTX = (1+>\) 1

S=V(BIX) = (g&5)*] R=EY - X"p)?

E(Y —XT3)? = E(XB+e—XTp3)?
= E[B-9TXXT(B-0)]+0

= [(B - B)TXXT(B - B +2E((5 - B)" XX (B - B)] + E[(B - B)" XX (B - )] + 0”

P14 0+ (2267 BXXT)B + o

= ZEX2 )62 + (1 T

Still assuming that the design matrix is orthogonal, show that it is possible to find the lasso estimator
without using iterative algorithms or quadratic programming. Hint: consider the transformed response
Z =XTY.

% SOLUTION: Z=X'Y =XT(XB+¢)=p+XTe
Z ~ N(B,0?)
Apply soft thresholding to Z

Convex Duality [25 points| (Jingrui)

Let X; ~ Bernoulli(f) be independent, with observations { X7, X5, X3} = {0,1,0}. Thus, P(X; =1) =6 and

P(X,

=0) =1— 6 where 0 < 0 < 1. Consider the optimization problem

Inein 1)
such that 6 > 1/2

where f(6) is the negative log-likelihood.

(a)

What is the solution to this problem?



% SOLUTION: The likelihood is L = (1 — 6)2. Therefore, f(8) = —log# — 2log(1 — 6), which is
a convex function. Let 228 — 0 we get 6 = 1/3. However, this solution does not satisfy the constraint.

a6

When 6 > 1/2, f(0) is a decreasing function. Therefore, the solution to this problem is § = 1/2.

(b) Write the Lagrangian.

* SOLUTION:

L(6,\) = —logh — 2log(1 —0) +)\(% —0)

(¢) Derive the dual problem.

* SOLUTION: ZE0A — 14 2\ — 0. Therefore, N> + (3 — \) — 1 = 0, and 6"

ATSEVOSITHA  The dual function: [(\) = — log 0" — 2log(1 — 0) + A(} — 6%).

(d) State the KKT conditions.

* SOLUTION:

1-6

1 2 .
——9*4——1_9*—/\ =0
1
Z_pr <
5 0" <0
AT >0
1
*__9*_
)\(2 )=0

5 Regularization [25 points] (Robin)

Let Y be the random variable

Y=p+e

where ¢ ~ N(0,1) and g € R in a constant. The elastic net estimator fi is defined to be the value of p that

minimizes

M(p) = (Y — p)® + Nul + ap®

where A\, a > 0. Find f.

* SOLUTION: Gl = —2(Y — ) + Az + 2ap

E)
1 ifp>0
where z = -1 ifu<O

When =0, —2Y + Az =0 Y:%

When 1 >0, =2(Y —p) + A+ 2au =0 ..
When 1 <0, =2(Y —p) = A+ 2au =0 ..

YAy > \/2

2(14«)

= 0 [Y|<)/2
2Y +A
2(1:—:1) Y <=X/2

. A

2(1+a)

2(14a)



6 Mixture Models [25 points] (Jingrui)
Let (Z1,Y1),...,(Zn,Yy) be generated as follows:

Z; ~ Bernoulli(p)

v N(0,1) if Z;=0
: N(5,1) if Z;=1

(a) Assume we do not observe the Z;’s. Write the distribution f(y) of Y as a mixture.

% SOLUTION:
fly) =pd(y —5) + (1 —p)p(y)

where ¢(-) is the pdf of a standard normal distribution.

(b) Write down the likelihood function for p.

% SOLUTION:

n

L(p) = [[Ipé(vi = 5) + (1 — p)o(w)]

=1

(¢) Write down the complete likelihood function for p (assuming the Z;’s are observed).

% SOLUTION:

(d) Find a consistent estimator of p that avoids using EM.

* SOLUTION: E(Y) = 5p+0(1 —p) = 5p. Let Y E(p) = p. According to Law of Large

ﬁ = 5
Numbers, p converges to E(p) in probability. Therefore, p is a consistent estimator of p.

7 Classification [25 points] (Robin)
Suppose that P(Y =1) =P(Y =0) = 5 and
X|Y =0 ~ Uniform on Sy

X|Y =1 ~ Uniform on S;

where Sy is the square in R? with corners (1,1),(1,—1),(—=1,1),(=1,—1) and where S; is the square in R?
with corners (0, 0), (2,0), (2,2), (0, 2).

(a) Find an expression for the Bayes classifier and find an expression for the Bayes risk.



e
(2.2)

(-1-1)

% SOLUTION:

A= S —(Son 1)
B=5n5;
0251—(Soﬂ51)

1 ze€C
he(x) = 0 z€4
either z € B

Bayes Risk R = P(Y # hy(z)) = $P(B) = 31 = &

(b) What is the best linear classifier?
Any classifier that preserves A & C. For e.g., X7+ Xo =1

8 Graphical Models [25 points] (Jingrui)

Let X = (X1, X3, X3, X4) be a random vector and consider the graph:

(a) List the local Markov properties.

* SOLUTION:

X1 L X5|Xs, Xy
Xo L Xy| X4, X5

(b) List the global Markov properties.



% SOLUTION:

X1 L Xs5|Xs, Xy
Xo L Xy| X4, X5

(c) Assume that all the variables are binary. Write down a graphical loglinear model for this graph.

* SOLUTION:

log P = By + G171 + Boa + 8323 + Baxs + Sr2x172 + Ba3®oxs + F34x374 + Ba1T4x1

(d) Write down a nongraphical loglinear model for this graph.

% SOLUTION: Many solutions are OK for this problem. For example,

log P = By + Bi27122 + Po3x2x3 + (347324 + Sa124T1



