10-702 Statistical Machine Learning: Practice Miodterm

Problem 1. Regression

Let X € R and
Y =79X%+¢ (1)

where E(e) = 0.

(a) Find an expression for the oracle linear predictor. In other words, find 3, such that
m(z) = B.x minimizes the predictive risk.

(b) We are given n observations (Xi,Y)),...,(X,,Y,) from (1). Give an estimator B, for
0, and show that it is consistent.

Problem 2. Model Selection

Suppose we have the following data:

X|-2 -1 0 1 2
Y| 0 0 0 0 0
Consider two regression models:
Model 1: Y, = 6o+ ¢
Model 2: Y; = ﬁo + 51Xz + €

(a) Use C, to choose between these model. You may assume that 0 = 1. (Recall that the
C, penalty is 2|S|o?/n.)

(b) Fit the model Y; = 5X; + ¢; using the lasso. That is, find B to minimize

> (Y; - X0+ Al

1

Problem 3. Conver Duality

Let X; ~ Poisson(f) be independent, with observations {X;, Xo} = {5,9}. Consider the
optimization problem

mein f(0)
such that 0] <6

where f(0) = —log f(5) — log fs(9) is the negative log-likelihood, where fy(n) = 2"

n!
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(a) What is the solution to this problem?
(b) Write the Lagrangian.

(c¢) Derive the dual problem.

Problem 4. Convezity and Regularization

Let Y be the random variable
Y=pn+e

where € ~ N(0,1) and p € R is a constant. Define fi to be the value of p that minimizes
M(p) = (Y = p)* + X ()

where A\ > 0. Consider three cases:

Lo J(p) = I(p#0)
2. J(p) = |ul
3. J(n) = u’

(a) For which cases is M (u) convex?

(b) Find p for all three cases.

Problem 5. Mixture Models
Let (Z1,X1,Y1), ..., (Zn, Xy, Ys) be generated as follows:
Z; ~ Bernoulli(p)
X; ~ Uniform(0,1)
& ~ N(0,07%)

(a) Assume we do not observe the Z;’s or ¢;’s. Write the distribution f(z,y) of X and Y
as a mixture.

(b) Write down the likelihood function for p.

(c) Find a consistent estimator of p that avoids using EM. Hint: find E(Y | X = x).
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Problem 6. Classification
Suppose that P(Y =1) = P(Y = 0) = 5 and

X|Y=0 ~ N(0,1)

1 1
X|Y=1 ~ gN(=5.1)+3N(5.1).

Find an expression for the Bayes classifier.

Problem 7. Graphical Models
Let X = (X1, Xy, X3, Xy, X5) be a random vector distributed as

X ~ N(0,%)

where the covariance matrix X is given by

9 -3 -3 -3 -3 31111
L3 6 111 13000
Y=—|-3 1 6 1 1 with inverse Y '=|1 0 3 0 0
Bl s 1 1 6 1 100 30
-3 1 1 1 6 1000 3

(a) What is the graph for X, viewed as a graphical model?

(b) Which of the following independence statements are true?

(c) List the local Markov properties for this graphical model.



