Solutions for Homework 7
(1) Since fx(x) = (1/8)e*/?,
E(X) = /xﬁ’le”“/ﬂdx — 3
E(X?) = /xQB_le_z//de = 242
Var(X) = 28°— %=
P(IX — px| > kox) = P(|X - f| = kp)
= P(X—f> k) = P(X > (k+1)f)
= /koo fx(z)dz

(1+8)
— kBB

Chebyshev’s inequality gives,

0% 1
P(|X — px| > kox) < o2 = =X

Comment: Using elementary calculus, one can show that £ — 2logk > 0

for all £ > 0. Hence, for any g > 0, k(1+(1/5)) > k > 2log k. Exponentiat-
ing we see that e *(1+A)/8 < 1 /k?* which confirms that Chebyshev only gives

an upper bound.

(2) E(X) = V(X) = \. So,

P(X>2)\) = P(X—-A>))
< PIX=Az2H)

A1

< —=—.

- A2 A

(3) First, recall that E(X,,) = p and Var(X,) = Var(X;)/n = p(1—p)/n.
From Chebyshev,

Var(X,)
2
p(1—p)

nez

IN

P (|Yn _p| > 6)




From Hoeffding,
P (\Yn —pl > 6) < 2e72¢

Because of the exponential term, Hoeffding gives a smaller bound.

Comment: To make this observation precise, note that, for any ¢ > 0,
e® > x + ¢ for all large z > 0. To see this, recall that e* = 1 + = +
2?/2+23/3! +---. Now 1 +22/2+ 23/3! + --- > c for all large z. Hence,
e* =1+z+12%/2+2%/3!+--- > c+x for all large z. Take x = 2ne? and ¢ =
log1/(p(1 — p)) and conclude that 2ne? > log(2ne?) +log1/(p(1 — p)) for all
large n. Exponentiate both sides and conclude that 2e=2"" < p(1 — p)/(ne?)
for all large n.

(4a) Let us write

2

Y XiX,)? Y XZ-nX

52 — n
" n—1 n—1
Now, EY; X? = nE(X1)% To compute E (Yi) we will make use of the
following fact. If ay, ..., a, are real numbers then (}°; a;)* = ¥, a?+2,~¢j a;a;

and the second sum has n? — n = n(n — 1) terms. So,

E(X,) = E (1 iXZ)Z

n

_ % éE(XZ)Q-l-;E(XzXJ))
= % ;E(XZ)Q-%;E(XZ)E(XJ))
- % gE(Xl)Q-l-;MQ

- %(nE(Xl)z-i-n(n—l)/ﬁQ)-

2



Thus,

nE(X1)2+n(n—1)u?
E(Sy) = nB(X}) — nt 2 :

n—1
= E(X})—p’=0"

(4b) We can write

Since (n —1)/n — 1, we also have that

( n ) ZX2—>E(X2)

n—1 zl

Also, by the law of large numbers, X, = p. Since g(y) = 3 is a continuous
function, Yi 2 2. So,

(n—l)%i (n_1>72£>E(X12)—M2202.

(5) Let p,, = E(X,). Then,

E(X, =) = E(Xyp— o+ pn —b)?
= B[(Xn = n)® + (st = ) + 20X — pan) (i — b))
= E(Xn = pn)® + (ttn = 0)* + 2(ptn — D)E(Xy — pin)
= E(Xn = pn)” + (tn — 0)?
Var(X,,) + (1, — b)*.
From this last expression we see that if p, — b and Var(X,) — 0 then

E(X, —b)? — 0. Conversely, if E(X,, —b)? — 0 then Var(X,)+ (1, —)?> = 0
Hence, Var(X,) — 0 and (u, — b)> = 0



(6) E(X,) = p and Var(X,) = 0?/n. So E(X, — u)? = Var(X,) =
o?/n — 0. Hence, X,, ™% p.

(7) Fix € > 0. Then, for all n > 1/¢, P(|X,| > ¢) = P(X,, =n) = 1/n?,
Thus, P(|X,| > ¢) = 0 and so X, & 0. But E((X, — 0)?) = E(X2?) =
(1/n%) x (1 — (1/n?)) + (n?) x (1/n?) = (1/n?) — (1/n*) +1 4 0 so X,, does

not converge in quadratic mean.

(8a) If p ¢ C,, then |p — p,| > €,. Hence,

P(p §é Cn) = P(|p_ﬁn| > en)
< 2e72"  Hoeffding's inequality

= o
where the last line follows from plugging in the definition of €,.

(8b) The interval tends to over-cover.

(8¢c) When n = 74, the length 2¢, < .05.



