
Homework 8: Partial Solutions
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Let
�NM (�O ��PRQ ,TS � (GU LVLVL U � $XW and

�NM $ O ��P +ZY4S � (�U LVLVL U � $[W . The likelihood is\ ��9 U <��@�^]�_ (`baBced $ Qgf 9�hi� M (�O U � M $ O hj<k lemon/prqEs Qut p L
This is maximized by ! 9v�w� M (�OEU ! <x�y� M $ O L
Now z � {�|T}X~���|)��� �
������� ��9���<�� 5?>

. The mle is
!z � � ! 9N� ! <r� 5?> ���� M (�O ��� M � O � 5?> .
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The nonparametric plug-in estimator is �z � # a ( 1 & � &
. The MSE is

����� � �z �7����
	�� � �I�A� k � ��< 3 9B�C� 5 � " > # � � ��< 3 9B��� 5 � " > # � L With
<�� K U 9N� " U # � " k

this is is L k K?K-K . By simulation, the mle has MSE about .015, substantially smaller

than the nonparametric plug-in.

Chapter 10, Problem 3. 
 ��� h z �D� 
 ��� h � z 3 � � 5�� ��� ����� z 3� � 5�� ��� L���� . Solving for z we get z � � � � � a ( � L k � ����� � � U z � . The mle is!z � !� � !� � a ( � L k � � where
!� � # a ( 1 $& ')( � & and

!� � � # a ( 1 $& ')( ��� &T3 !� �C� . The

gradient of
� ���v��� "� a ( � L k � �! L

The asymptotic standard error of
! z is

�#" �%$ �����/�'&)( a ( �����/�# � �* # $ " � � a ( � L k � � �> L
The estimates standard error is!�#" � !�* # $ " � � a ( � L k � � �> L
An approximate " 3 	

confidence interval is!z,+.-0/21 � !�3" L
Chapter 10, Problem 4. The mle is

!4 � � M $ O , the maximum data point. Note

that
!4�564

. Hence,
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� � " 3 ;4�� $� k
as # � � .

Chapter 10, Problem 5.
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so the method of moments estima-

tor is
! � � # a ( 1 $& ')( � & . The likelihood is

���	��
 �
� a $��
, the log-likelihood is� ���T��� 1 & � &�� l�� � 3 # � . The mle is obtained by setting

��� ���)�N� k
yielding! ��� # a ( 1 $& ')( � & . Now, � ��|����)�7����� � a �

so� � l�� �� � � � � 3 "
and � � �� � � � 3 �� � L
Thus, ()���T�@�w� � �� �  � "� L

Chapter 10, Problem 6. (a)  � 
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 � � 9 3 4 �7� " 3 
 � �2h 3 4 �7� " 3 ��� 3 4 � . The mle is
! � " 3 ��� 3 !4 �7�" 3 ��� 3 �D�

.

(b) Let
� � 4 �x� " 3 ��� 3 4 � � ��� 4 �

. Then,
� � � 4 �x�$#;� 4 �

. The estimated stan-

dard error of  is
!�#" � !�3" � !4 �27 � � � !4 �27/�%#;� !4 � 5 * # �%# � ��� 5 * # . An approximate

95 per cent confidence interval is

" 3 ��� 3 ��� + > #;� ���* # L
(c) � has mean

����! ( � �  . Consistency follows from the weak law of large

numbers.
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(d) Note that
! (�� � prq , l�� � � Q��  � so

�R�"! ( �7�  � " 3  � and
��� � �7�i�R�"! ( � 5 # � � " 3  � 5 # . The ARE is  � " 3  �#;� 4 � � ��� 4 �r� " 3 ��� 4 ���# � 4 � L

(e) By the law of large numbers,
�

converges in probability to
�
��� ( � � � . So! � " 3 ��� 3 �D�

converges in probability to " 3 ��� 3 � � � ��� � � . The true value

of  is � ��� 9 k � � " 3 � ��� h k � � " 3 ~ 
 � k � . For an arbitrary distribution~ 
 , we have " 3 ~ 
 � k ���� ��� � � so the mle is inconsistent. On the other hand, � 
is still consistent.

Chapter 10, Problem 7. (a)
! � !� ( 3 !� � .

(b) The likelihood is	 � � (GU � � � � � 
�
( � " 3 � ( � $ 
 a 
 
 � 

�� � " 3 � � � $ � a 
 � L
The matrix � of second derivatives is� � � 3 
�
� � 
 3 ( a 
�
M ( a � 
 O � kk 3 
��� �� 3 ( a 
��M ( a � � O ��� L
Since � ��� ( �7� # ( � ( and � ��� � �@� # � � � , the Fisher information matrix is

()� � (6U � � �7� � � 3 � �7� � $ 
� 
 M ( a � 
 O kk $ �� � M ( a � � O � L
(c)  � � � � (6U � � �@� � ( 3 � � and the gradient of

�
is���v� � "3 "  L

By the delta method, the estimated standard error of
! is!� � ��� �����/�'&)( a ( � !� (�U !� � �r����� � � ] !� ( � " 3 !� ( �# ( � !� � � " 3 !� � �# � � ( 1 � L

(d) The bootstrap code is:
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B <- 10000

tau.boot <- rep(0,B)

for(i in 1:B){

xx1 <- rbinom(1,n1,p1.hat)

xx2 <- rbinom(1,n2,p2.hat)

tau.boot[i] <- (xx1/n1)-(xx2/n2)

}
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