Homework 4 (due Thursday, June 6th at 11:59pm)
Total points: 110 points. Maximum score: 100 points.
1. (10 pts) Show that for the r.v. X ~ N(0,1), we have
E ] = &3t
where ¢ € R.

Solution:
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2. (10 pts) Let X ~ Bin(n,p) and Y ~ Poisson(\). Show that

(a) V[X] = np(1 —p). For what value of p is this variance maximal?
Explain why this is reasonable.

(b) E[Y]=V(Y) = A

Solution:

(a) To compute the variance without using the probability distribu-
tion of the binomial, we notice that since X is the number of
successes in n trials, we can rewrite X = I; + ...+ I,, where
each Ij, indicates whether or not the k" trial is a success. Thus,
I, = 1 with probability p and equals 0 otherwise.

Also, V[I;] = E[(Iy — E(I}))?] = E[(Iy—p)*] = (1 —p)* *
P(I; =1)+ (0 — p)? * P(I; = 0)
=(1-pPp+p*(1—p) =p1—p)



Now:

VIX] =V ke 1]
= .1 VI[Iz] Since all the I}’s are independent
= nV[[] Since all the indicators have the same distribution

=np(l —p)  Using V[I;] from earlier

This is maximized at p = 1/2 since:
d%np(l —p) = n(l — 2p), and setting to zero and solving gives
p = 1/2. The second derivative is —2n so that this is a maximum.

This result makes sense because there is most variability in the
result if the coin is fair — heads and tails are equally likely. On
the other extreme, if the coin is perfectly unfair (eg p = 0), you
will always get heads and thus there is absolutely no variation in
the result (X = 0 always). Now, if p is close to zero, there is very
little variability in the results.
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Note that to compute V[Y], we can use V[Y] = E[Y?] — E[Y]?,



so we just need to compute E[Y?].

X vk
EY? =" %e* x k?

k=0
e
—1)!
p (k—1)
—)\i ﬁe_’\(m—i—l) Reindex m =k — 1
= e =
= [)\e_)‘m} + [/\ A x 1]
m)! m)!
_B[Y]=A ]
=A%+

Thus, V[Y]= (A2 +)X) — (V)2 =)

3. (10 pts) Consider the following function:

637%352 o<z <zoAT1+20<2

0 otherwise.

[z, 22) :{

e Verify that f is a valid bivariate p.d.f.

e Suppose (X1,X2) ~ f. Are X; and Xo independent random
variables?

e Compute P(Y; +Ys < 1)

e Compute the marginal p.d.f. of X;. What are the values of its
parameters?

e Compute the marginal p.d.f. of Xy
e Compute the conditional p.d.f. of X5 given X3
e Compute P(X2 < 1.1]X; = 0.6).

Solution:



e It is clear that fx, x,(x1,22) > 0 for any x1,z2 € R. We just
need to check that fx, x, integrates to 1:
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e X; and Xy are not independent since the support of fx, x, (the
union of the green region and the red region in the figure) is not
a rectangular region.

e The region corresponding to the event X; + Xo < 1 is the red
region in the figure. We have
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e Notice that supp(X1) = [0, 1]. For z; € [0,1] we thus have

2-m 2—x
fx,(x1) = / 6131y dry = 327 :c%‘xl '
z1
=322[(2 — x1)? — 23] = 1222(1 — z1)
which we recognize as the p.d.f. of a Beta(3,2) distribution.
e Notice that supp(X2) = [0,2]. For 0 < 29 < 1 we have
x9 .
fx,(x2) = / 61’%3)2 dx1 = 2x9 xi{"(f
0
= 2:17%.

For 1 < z9 < 2 we have

2—xo
9
fx,(x2) = /0 6222 dz = 219 xiﬂo "
= 23}‘2(2 — .%'2)3‘

e The conditional p.d.f. of X5 given X; = z; is only well-defined
for x1 € supp(X1) = [0,1]. For z; € (0,1),
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e We have
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P<X2 < 1.1‘X1 = 0.6) = fXQ\X1:0.6(3?2) dxo
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4. (10 pts) Let X ~ Uniform(0,1) and, for 0 < z; <1,

1
Ixo|x12a, (72) = aﬂ(o,xl] (72).

e What named continuous distribution does fx,|x,—;, seem to re-
semble? What are the values of its parameters?



e Compute the joint p.d.f. of (X1, X2)
e Compute the marginal p.d.f. of Xs.

Solution:

e It is clear that fx,|x,—s, for 0 <21 <1is a Uniform p.d.f. over
the interval (0, z1].

e We have
1
Ixi,x0 (71, 22) = fx, (T1) fxo 1 x, 200 (72) = 11(0,1](»”31);11(0@1}@2)
1
= ;11{0<12§x1§1}($17552)-

e We have, for z5 € (0,1],

1
1
Fraan) = [ = doy = log(an)l}, = log(aa)
T2

otherwise fx,(z2) =0 for x2 ¢ (0, 1].
5. (10 ptS) Let (Xl,XQ) ~ le,Xg with
1
le,X2($1a1‘2) = ;1{0<x2§x1§1}($1a$2)~
Compute F(X; — X3).

Solution:
We have E(X;—X5) = E(X;)—E(X3). First we compute the marginal
p.d.f.’s. They are

1
fxl(ﬂh)—/fxl,xz(ﬂflam)d@—/1{o<m<xl<1}($17$2)d902
R R T1

1
= 11(0,1}(301)/ L(0,21)(22) dx2
1 R

1 =
-1
o (0,1](301)/0 (w2) dx2

= 1,1)(21)



and

1
fXQ(‘rQ) - / fX1,X2($1,$2) d.’IJl = / 7]‘{0<I2§I1§1}($1’x2) dxl
; R L1
1
N /IR 1‘71]1(0’1} ($2)1[w2,1] (x2) drq

1

1

= 11(0,1](1‘2)/ . dz1 = —log(z2)1(g,1)(22)-
2

Notice that fx, is the p.d.f. of Uniform(0,1), therefore E(X;) = 1/2.

On the other hand

1

B(X) = /01 2o log(w2) das — — [“;5 log(ws) — / 2 da:z}

2
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0

Therefore E(X; — X2) = B(X1) — BE(Xs) =1/2 —1/4 = 1/4.
6. (10 pts) Let X be a random variables whose range is the set {0, 1,2, ...}
of nonnegative integers. Show that

E[X] = iP(X > i)
=1

Hint: Notice that >  P(X > i) = Y2, > . P(X = k). Now
interchange the order of summation.

Solution:

7. (10 pts) Let the r.v.’s X; and Xo have the following joint pdf
Ixixo(71,22) = 1(0 <2 < 1,0 <9 < 1).

Now let Y = max{X1, X2}. Compute



(a) P(Y > 3/4).
(b) E[Y].

Solution:

(a) First, notice that the two r.v.’s are independent since the pdf can
be rewritten as

le,XQ(IlamQ) = :[]-(0 S X1 S 1)]]-(0 S x2 S 1) = fX1 (:'Ul)fXQ(mQ)‘
Then we have

P(Y >3/4)=1-P(Y <3/4)
=1- P({Xl < 3/4} N {X2 < 3/4})
— 1 P({X: < 3/4)P({Xs < 3/4))
33 7

44 16

(b) Solution (1):

/ / max{z1, rs}dridry = / / [11(x1 > m2) + 221 (21 < x2)|dx1dTs

/ $1/ .1‘1 > xg dedl‘l +/ 1’2/ $1 < .7}2 d.%'ldaj‘Q
2/ xl/ dl‘gdl‘l—l-/ 1‘2/ dzridzs
0 0 0 0
1 1
:/ :L‘%dx1+/ l’gdl‘z
0 0

=37 lo = 3
Solution (2): notice that the pdf of Y is Fy(y) = y2. Conse-
quently the pdf is given by 2y. We can now compute

1 L 9
E[Y]:/O 2y~ydy:2/0ydy:3.

8. (15 pts) Let the r.v.’s X3, X have joint pdf

crixe, 0<21 <1,0< 22 <1

fx1.x0 (21, 22) = {0 o

where ¢ € R. Compute



(a) the normalizing constant c;
(b) the marginal densities fx, and fx,.
(c) the conditional density fx,|x,>1/2(%1)-

Now let the support of the joint pdf be 1(1 > zo > x; > 0). Compute
the same quantities as above.

Solution:

(a)

1,1 1 1 1
1= c/ / r1xodr1dTy = c/ xg/ ridridry, = c- — c=4.
0 0 0 0 4

(b) The r.v.’s are independent. Indeed, we can rewrite the the joint
pdf as the product of the marginals

fxix, (@1, 22) =221 1(0 < 2 < 1)-2291(0 < 29 < 1) = fx, (z1) fx, (x2).

Consequently the marginals are as above.

(c) From independence it follows that fx,|x,>1/2(71) = fx, (71).

Now,

1 1 12l
1= c/ T Todrodr, = c/ e
0 - o 2

(b) For fx, we have
1
[x,(z1) = / fx1.x, (@1, 22)1(0 < 21 < z9 < 1)dzo
0
1
:/ fX1,X2($17$2)dm2
T

1 211 2
T 1 =z

= 8331/ Todry = 8x1-2| =81y < — 1)
1 2 o 2 2




and for fx, we have

2
22

fXQ(xg) = 8:62 9 = 4%%.

(c) It’s clear that first we need to obtain the marginal fx,. Therefore

2 T2 x3
fX2 (:Ez) = / 8:L'1l’2d:l)1 = 8:1)2/ l’leL'l = 8?2
0 0
Now, use the following decomposition:

frilax{zl,l/2} 8x1xodrs 8xq frilax{zl,l/2} Todxa
fxi1x21/2(71) = A (L 234 - 1— L
Jijp w3ds 16

The numerator can be separated into two cases, yielding

By if g <1/2
2
fX1|X221/2(1‘1) = %{511) if x1 >1/2

0o/w
You can integrate this pdf to one to check your computations.

9. (10 pts) Let ¢ in the following examples be the normalizing constant
(different across the examples). Prove or disprove that the r.v.’s are
independent:

Solution:
For each of the distributions you need to check that fx, x,(z1,z2) =

Ix1 (1) fx, (22).
(a) Yes.
(b) No.

(¢) Yes. In particular, this is a bivariate normal with covariance
matrix 021 and correlation coefficient 1/+/2.

10



(d) Yes.

10. (15 pts) Let X1 ~ Bernoulli(p) and X9 ~ Bernoulli((X; + p)/2) for
0 <p < 1. Compute cov(X;, Xs) for p=1/3.

Solution:
We first need the joint pmf. This can be decomposed into

Px1,%2 (71, 22) = pxy (01)DPx5| X1 =2 (T2)
therefore

p(p—i— 1)/2 if 1 = 1,$2 =1

p(l—p)/2ifx1=1,29=0
X1, X, (21, ®2) = ( )/

(I—-p)p/2ifz1 =0,20=1
1-p)(2—-p)/2ifz1=0,22=0
We also need px,(x2). This is easy to obtain as
1-— p if 9 =10
pxy(2) =4
pifaxg =1

Then E[X2] = 2/3. Alternatively, you could prove this using the tower
property.

COQ}(XI,XQ) = E[XIXQ] - E[XﬂE[XQ] = le’XQ(l, 1) — E[XI]E[XQ]

Provided that my computations are correct, the result is

2
cov(X1, Xs9) = 9

O~
Ne)
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