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Independent Component Analysis
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Observations (Mixtures)

original signals

Model

ICA estimated signals

Independent Component Analysis 
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We observe

Model

We want

Goal:

Independent Component Analysys 
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PCA Estimation
Sources Observation

x(t) = As(t)
s(t)

Mixing

y(t)=Wx(t)

The Cocktail Party Problem
SOLVING WITH PCA
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ICA Estimation
Sources Observation

x(t) = As(t)
s(t)

Mixing

y(t)=Wx(t)

The Cocktail Party Problem
SOLVING WITH ICA
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ICA Theory
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Definition (Independence)

Statistical (in)dependence

Definition (Mutual Information)

Definition (Shannon entropy)

Definition (KL divergence)
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Solving the ICA problem with i.i.d. 
sources
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Solving the ICA problem
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Whitening

(We assumed centered data)
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Whitening

We have,
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whitenedoriginal mixed

Whitening solves half of the ICA 
problem

Note: 

The number of free parameters of an N by N orthogonal 

matrix is (N-1)(N-2)/2. 

⇒⇒⇒⇒ whitening solves half of the ICA problem
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� Remove mean, E[x]=0

� Whitening, E[xxT]=I

� Find an orthogonal W optimizing an objective function
• Sequence of 2-d Jacobi (Givens) rotations

� find y (the estimation of s), 

� find W (the estimation of A-1)

ICA solution: y=Wx

ICA task: Given x, 

original mixed whitened rotated

(demixed)

Solving ICA
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p q

p

q

Optimization Using Jacobi Rotation 
Matrices
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ICA Cost Functions

Proof: Homework
Lemma

Therefore,
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⇒⇒⇒⇒ go away from normal distribution

ICA Cost Functions

Therefore,

The covariance is fixed: I. Which distribution has the largest entropy? 
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The sum of independent variables converges to the normal distribution

⇒ For separation go far away from the normal distribution

⇒ Negentropy, |kurtozis| maximization

Figs from Ata Kaban

Central Limit Theorem
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ICA Algorithms
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rows of W

Maximum Likelihood ICA Algorithm

David J.C. MacKay (97)
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Maximum Likelihood ICA Algorithm
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Kurtosis = 4th order cumulant

Measures 

•the distance from normality

•the degree of peakedness

ICA algorithm based on Kurtosis 
maximization
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Probably the most famous 
ICA algorithm

The Fast ICA algorithm (Hyvarinen)

(λ Lagrange multiplier)

Solve this equation by Newton–Raphson’s method.
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The Fast ICA algorithm (Hyvarinen)

Solve:

The derivative of F :

Note:
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The Fast ICA algorithm (Hyvarinen)

Therefore,

The Jacobian matrix becomes diagonal, and can easily be inverted.



26

Other Nonlinearities
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Other Nonlinearities

Newton method:

Algorithm:
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Fast ICA for several units


