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6.6.3 of ESL (Naive Bayes) Chapter 9 of ISL (SVMs) — mainly 9.1
today



Recap: Linear Discriminant Analysis

» For generative classifiers:

» We estimate (prior) 7 := P(Y = k) and

» We classify by:

» For LDA we model:

» For QDA we model:
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» This leads to a picture like below:

Recap: Decision Boundaries in LDA
» By some algebra we saw that we could write the LDA decision
rule as:
“
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Recap: Estimation in LDA

» We need to estimate the means for each class, and a single
covariance matrix (common to all the classes).

» We do this via maximum likelihood (with minor adjustments)

on the training data:
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» Once we have estimated these we 5| plu# Qjm to flnd
the decision rule we actually use:
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Recap: The Mahalanobis Distance and Ie_.?A
s mm )/lg.)

» Suppose that the classes were balancéd, i.e. 7rk, were the same
for each k.

O
» Then our decision rule is equivalepit to: 't ._
o= "Je [‘Q‘-Ml ‘

» This quantity is known as the (squared) Mahalanobis distance
between the point and the centroid. More generally:

d(z,y) =/ (z — y)TS1(z — )

measures the distance standardized appropriately by the
variances. Roughly, (and in 1D this is indeed true) it is
measuring “how many standard deviations away from y is x7"



Recap: Sphering

» We could alternatively transform the data by creating:
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» Then in the balanced case (when 7, are equal) our ruIe |s
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Original data




Recap: Bias-Variance in LDA versus QDA

» Parameter counts: KV.‘- E(E‘H) X G (R
9. Kp+ Rplpry) — tver bis

» In typical cases: LDA has 'owq}\;aqa"(_Q

= = LDA Train
—— LDA Test
- = QDA Train
—— QDA Test
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Variations on LDA: high dimensions
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Suppose the dimension gets even hlgher7
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What if | can’t even estimate the group means well?
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Naive Bayes

—

Imagine that you have n = 2000 observations and p = 1000
features.

It will be incredibly hard to estimate f, = P(X = z|Y = k) well

for any complicated model! K’v_)
S 1600 JAM

You need very strong “assumptions” on fi (reducing J'
parameters/variance)! en

Naive Bayes assumes (well, models) that all of the components of
X=(X1,...,X,) ard independent)(conditional on Y).
Y Tr each C«(&QQ



Naive Bayes

Naive Bayes models all of the components of X = (X;,...,X,) as
independent (conditional on Y").

Under this independence assumption, the class distributions factor!

Nanﬁfé; 7(17()(563/11:), K=ty . Kp=2p )
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This means that we can just estimate the univariate dlstrlbutl ‘f'."k_

U(2;) = P(X; = aj|Y = k)
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Example: Default data fro
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We can easily calff 7ese simpljfied class distributions:
Zx;( y=Yes
;

ers = ers(mcome) fyes(balance) fyes(student)
-—'- — ~

Juihh St A
fNo = fNo(mcome) fno(balance) fNo(student)

G F(x|

And then plug them mtoihe Bayes cIaSS|f|er formula, just like we
did for LDA
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Gaussian Naive Bayes

» When the covariates are all contlnuous one version of the

Naive Bayes classifier assumes that: /9 wu\mrla#e GMQM

N(:uzkv 7,)7
—_ 9

i.e. that each feature is (univariate) Gaussian with common
variance across classes. This is called the Gaussian Na/ve
Bayes classifier.

» We know this as a special case of another classifier? “l
|a oN

» What can we say about the decision boundary of Gaussia
Naive Bayes (say in the two-class setting)?
CDVM] an®

C/ decsion 647 g (inear, Mo .
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Naive Bayes

Naive Bayes scales well to problems with very large p. We only
need enough data to estimate each of the marginal distributions
well.

It also allows you to have a flexible choice of models for each of
the univariate distributions.

. between the
features within each class!

However, Naive Bayes cannot capturg

LDA and QDA are able to incorporate these feature interactions,
at the cost of needing to estimate them.
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Support Vector Machines: Hyperplanes Review
For the gest.eftaday we will consider binary classification problems
whereinstead of y; € {0,1}). Several classifiers look
at 21 3+ Do, and assign L’_DA, lo |S"[C’ &NB

1 $T3+B\0>0

flz) = — sion(z? 8 + B,
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How should we think about this geom%a”?b_) F/L




Linearly Separable Data

» If our data is linearly separable then there is some (3, By) such
that:

g-,(;?x'.?&@a) >0 ¥t
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More Hyperplanes Review

> How far is a point from a hyperplane?
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Building a linear classifer

Suppose | want to build a nice, linear classifier sign(x? 3 + 39).
How should | choose (5,50)?

1. | could build a model of each cloud of points, and classify to
the best model

2. | could model probability P(Y = 1|X) with a linear model,

1
PY=1X=2x) =
/\ . ( X =) =1
0 \
é" A\'Q TeCClon
3. | could just try to draw a down the middle.
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Maximum margin classifier: a special case

Where should we put our separatin% plajﬂu ma\, LQ 6&4
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Maximum margin classifier: a special case

Where should we put our separating plane?
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Maximum margin classifier:_a special case

M fo wr"rﬁhs
MEC G — Mg
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Subject to y;(x! 8 + 60) > M an
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\l/ This is not based on model ass ptlol?l This is just a nice |dea of
what “draw a separating line” should look like.

‘A h\”)ﬂ
S\l Note that the plane only depends on the points right at th ,%

. boundary. The other points could move around and nothing wou
\(\ change.

QQ’ However, this is only defined if we have nicely separable groups!
‘That segms a bit wishful.

cannot Sle
— It not 5z‘> allow “Slack.’.



Maximum margin classifier: a special case

Now what??
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Support vector classifier

We need to relax the notion of a margin, in case the groups cannot

actually be separated. We introduce a notion of a soft margin
which allows some violations.

This has unexpected benefits! Strict margins give the boundary

points too much influence. Now we can tune the variance of the
boundary.
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Var(.
P n NN
subject to 25]2 =1, ¢ >0, Zei F"
' i=1
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(754 A ) > M(1—e) _
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> Parameter C' det nes “softness” of the margin. Big C

makes it easier to cross. In particular, no more than C

observations cross because. .
2 fower +han C’Fm

e margin

» Variable ¢; encodes point Iocatlon gi =10
g; > 0 inside margin, €; > 1 across b
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